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ABSTRACT

Preservation of cultural heritage has significantly attracted many
research efforts. Amongst them, significant interest has been pre-
sented to sharing of cultural heritage content, whereas one major
aspect of cultural content is the one concerning maritime heritage.
In order to efficiently consume such content, high-quality descrip-
tions are required. Towards this goal, we propose an approach for
automatic term extraction of documents, where our methodology
is based on the use of word embeddings along with a deep neural
network architecture. We demonstrate its efficiency by using a large
corpus of legal documents related with maritime.
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1 INTRODUCTION

Preservation of cultural heritage that has been inherited from past
generations in order to be transmitted to future generations, is sig-
nificantly important for several reasons such as empowering local
communities and enabling several groups of people to fully partici-
pate in social and cultural life'. With the term "cultural heritage",
we mainly refer to artifacts and traditions of a specific community,
while by "preservation” we refer to keeping them intact, e.g., by
protecting them from physical damage, theft, distortion among
generations, etc. Preservation of cultural heritage requires certain
actions concerning several research areas. Such procedures include
the identification of cultural property, the recording, the storage
as well as the archiving of the findings. Other procedures include
restoration and/or reconstruction of buildings, sites, etc. More to
the point, sharing of cultural heritage content plays an important
role to fostering the identity of future generations, while also helps
bridging different nations, e.g., through common traditions. More-
over, it may have a serious impact on both areas of tourism as well
as economy.

As far as maritime heritage is concerned, it is not solely limited
to physical resources, e.g., shipwrecks and sites, but it also includes
several types of documents, artifacts and multimedia digital con-
tent. Usually, the archives and collections of maritime museums
comprise of documents and archives. The former include items of
archives along with drawings of ships and maps, while the latter
include nautical objects and art. Often the aforementioned collec-
tions have been enriched by digital and audiovisual material. More
specifically, the main aspects of maritime heritage include among
others: a) archive material covering the different aspects of mar-
itime professions and industry (ships, shipyards, headquarters of
shipping companies, etc.); b) physical objects and materials such as

!https://en.unesco.org/content/preserving-our- heritage


https://doi.org/10.1145/3549737.3549751
https://doi.org/10.1145/3549737.3549751
https://doi.org/10.1145/3549737.3549751
https://en.unesco.org/content/preserving-our-heritage

SETN 2022, September 7-9, 2022, Corfu, Greece

instruments, tools, equipment and maritime-related art; c) libraries
that include material related to museums and museology, under-
water archaeology, naval history, registries, navigation guides, etc.;
d) galleries containing historical photographs of ships, shipwrecks,
ship crossings, maritime professions etc.; and e) collections of ship-
ping companies, ship-building and design collections, containing
records, text and graphic material.

In order to efficiently manage this content, we should initially
process and then model it, so as to be able to produce high-quality
descriptions of it. One of the most well-known techniques, which
is often used towards this goal, is the automatic term (terminology)
extraction [13], which aims to extract relevant terms from a given
corpus of documents. This set of terms may in following be used into
a plethora of semantic-based applications, such as web-crawlers,
web services, web queries [20], recommender systems [8], text
mining and natural language processing [21], as well as indexing
and retrieval of documents [14], etc. In brief, among the first steps
towards modeling a specific domain of knowledge is to define (or
in practice extract) a vocabulary of relevant terms. By “relevant”
we denote those terms that achieve high relevance in terms of the
given domain and are able to describe most of its concepts.

Therefore, in this work we present an approach for the automatic
extraction of terms within the broader domain of maritime heritage.
Specifically, we first create a dataset consisting of a large corpus
of documents. Upon pre-processing, we extract textual features
from each document and in following we proceed with a word
embeddings approach for representing text data to numeric data.
At the next step, a deep neural network architecture is implemented,
where its role is to decide whether a given term is a maritime one or
not. Since the percentage of maritime terms within the document
is significantly smaller than the one of non-maritime terms, our
problem is imbalanced and thus, a typical approach may lead to poor
performance. To overcome this, we artificially balance the dataset
by creating new samples, using an over-sampling approach. We
evaluate our proposed methodology using a large and challenging
dataset comprising of legal texts on maritime topics in the specific
language.

The rest of this paper is organized as follows: Section 2 presents
related research works and tools within the broader area of auto-
matic term extraction. In following, Section 3 presents the dataset
that has been utilized for the experimental evaluation of this work,
the set of statistical features that have been selected to describe
a given document, the word embeddings method that has been
adopted and the utilized deep network architecture. Experimental
results are presented in Section 4, whereas the discussion of the
results, the conclusions drawn and the future plans are depicted in
Section 5.

2 RELATED WORK

Learning techniques that are chosen to be trained for automatic
recognition of conditional words versus non-conditional words
include, among others, Decision Trees [3], rule-based techniques
[4], Naive Bayes, Support Vector Machines, collaborative learning
and deep learning [15]. The recognition performance reaches up to
95% in terms of correct classification rate (accuracy). In our research,
we focus on extracting information that can be used to discover
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terms in the field of maritime heritage described in legal texts.
Consequently, we are not concerned to develop a methodology for
document analysis in general but rather a textual basis around a
specific topic.

2.1 Automatic Term Extraction Techniques

Automatic term extraction can be considered as the very first step
in many applications of the Semantic Web, such as sentiment clas-
sification [24], ontology generation [19, 33], query expansion [31],
as well as automated knowledge delivery systems [22]. The basic
techniques for automatic term extraction can be classified into four
plus one (4 + 1) categories that can be summarized as following:

o Statistical methods: These methods use various statistical
measures of words in a corpus of text to identify signifi-
cant terms in a domain. Various statistical measures have
been used in the literature, such as frequency of occurrence
[5], mutual information (which is a measure of correlation
that also refers to individual events) [10], Dice coefficient,
likelihood ratio test [10], etc.

o Allocation methods: Distributional methods [25] are a spe-
cialized form of statistical methods that use the distribution
of words in the text corpus in addition to their frequencies.
An example of this method is the Term Frequency and In-
verse Document Frequency (Tf-Idf) method [35].
Conceptual methods: These methods are based on the as-
sumption that the context of a word plays an important role
in identifying the meaning of that word. In these methods,
the internal structure along with the context of words are
used to extract terms from the text. The NC-Value method
[6] is an example of context-based methods.
e Linguistic methods: These methods identify terms based
on syntactic rules. A classic example of this kind of methods
constitutes part-of-speech tagging (POS tagging), stop-words
and linguistic filters [6]. The basic idea behind these methods
is that nouns and adjectives are probably more likely to be
terms with semantic information than other grammatical
types. Linguistic filters [6] can be used to identify phrases
that meet certain forms, such as NP (Noun Phrase), Proposi-
tion Phrase (PP), etc.

Hybrid methods: Often, a hybrid model among these afore-

mentioned techniques is used for automatic term extraction.

More to the poing, these models use a combination of two

or more methods presented above [27].

2.2 Automatic Tools for the Extraction of
Terms

The extraction of terms can be also utilized with use of the following
three automatic tools:

(1) RAKE: Rapid Automatic Keyword Extraction (RAKE) is a
simple tool for automatic term extraction [29]. The first
step of this algorithm deals with document analysis; the
algorithm takes as input a list of punctuation marks and
stop-words and extracts them in this step. By using this
step, the identification of possible keywords is limited to
searching for co-occurrences of words without the need of a
larger search window.
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The second step consists of the score calculation regarding
the keywords. Higher scores are given to keywords that
are found together with other keywords and appear often
together rather than words that appear frequently but alone.
The third step in the RAKE algorithm is implemented when
the algorithm is applied to larger texts. The algorithm identi-
fies neighbouring keywords that appear at least three times
together in the same document and in the same order. New
candidate keywords are added to the list of candidate key-
words by including a combination of such neighbouring
keywords.

The fourth and final step of the RAKE algorithm consists of
identifying the actual keywords list from the set of candidate
keywords. This is done by removing the top T terms from
the set of candidate keywords. Often, T is calculated as one
third of the total number of candidate keywords identified
by the algorithm in the previous steps.

The RAKE algorithm is available under the name rake-nltk3
in Python.

(2) TerMine: This tool uses a combination of linguistic and sta-
tistical information. Regarding linguistic methods, the POS
method, the language filters as well as the stop-words list are
included, while for statistical methods, the overall frequency
of occurrence of the candidate word set in the corpus of
text, the frequency of occurrence of the candidate word set
in a larger candidate word set, and the length of the word
set (in terms of word count) are included. Furthermore, this
tool performs much better compared to RAKE; however, a
limitation of this tool is that it can only extract word set
(from 2 or more).

(3) Term Raider: TermRaider is available as a plug-in with GATE

(General Architecture for Text Engineering) [19]. It requires
a text corpus consisting of documents related to the field/-
domain in order to extract terms. The tool makes use of lin-
guistic and conceptual methods; more specifically, the input
corpus undergoes the pre-processing step using linguistic
methods such as POS tagging and stop-words removal and
in following extracts the useful terms from the corpus of text
based on Tf-Idf score.
TermRaider needs many documents for achieving an optimal
performance. It cannot be used in case of extracting useful
terms from a single domain-specific document. Moreover, a
corpus of texts is necessarily required for extracting terms
when using TermRaider.

2.3 Domain-Specific Term Extraction

In the field of knowledge mining, several kinds of content knowl-
edge can be extracted from textual data (Natural Language Process-
ing, domain-specific vocabulary and semantics among others) that
can be stored in a database. Despite the strong demand from quali-
fied researchers and experts in the area dealing with large amounts
of text, there has been little practical work on the application of
content extraction techniques from maritime and especially legal
texts. Under this notion, the following bibliography outlines certain
studies on text analysis focusing on extraction of terms from a
specific domain.
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Initially, Automatic Term Recognition (ATR) aims at extract-
ing domain-specific terms from a corpus of a certain academic
or technical domain. A novel idea for the automatic recognition
of domain-specific terms is proposed in [23]. This specific idea is
based on the statistics between a compound noun and its compo-
nent single-nouns. More precisely, the paper focuses on how many
nouns adjoin the noun in question to form compound nouns. Au-
thors focus on a single-noun and a compound noun and as a next
step, they use a stop-word list in order to remove. This paper indi-
cates that technical terms along with product features are generally
nouns.

Authors in [18] draw a comparative analysis of two approaches
for term extraction (both linguistic and statistical) from a specific
corpus regarding the pediatrics area. The linguistic based method
receives a syntactically annotated corpus and extracts terms using
an analysis based on the most frequent noun phrases. Each word
from each phrase is annotated according to its syntactic function,
its morphological characteristics and a semantic tag. The analy-
sis of the extraction is focused only in NPs with 2 (bigrams) and
3 (trigrams) words. The second method follows a statistical ap-
proach, in which the terms are extracted through an analysis of
their frequency in the corpus, and this method discards terms from
a stop-words list.

Furthermore, a machine learning method to automatically clas-
sify the extracted n-grams from a corpus into terms and non-terms,
is proposed in [34]. Common statistics features including TTF, X2,
Tf-1df, C-Value, RAKE for training and six machine learning al-
gorithms, including Random Forest (RF), Linear Support Vector
Machine (LinearSVC), Radial Basis Function Support Vector Ma-
chine (SVC RBF), Multinomial Naive Bayes (MNB), Linear Model
Logistic Regression and Linear Model SGD Classifier, are used. The
proposed method was applied to term recognition in multiple do-
mains and languages and promising results were identified. These
results indicate that this approach is capable of identifying both
single and multi-word terms with reasonably good precision and
recall.

Another similar work considers possible term spans within a
fixed length in the sentence and predicts whether they can be con-
ceptual terms [7]. Results show that a high recall and a comparable
precision on term extraction task can be achieved. Authors contem-
plate the term extraction task as a progress of classifications and
filtering, whereas the model can be divided into three parts: the
feature preparation part, where they use the Conventional Neural
Network on character level and the Long Short Term Memory Neu-
ral Network on word level, the classification part and the ranking
part. On the other hand, an architecture for entity recognition in
the context of the power domain is proposed in [12]. The proposed
model is based on the Conditional Random Fields (CRF) as well as
the bidirectional Long Short-Term Memory (LSTM). The results
indicate that the CRF model outperforms the classic BLSTM model
achieving an accuracy of 83%.

Similarly to our proposed work, the work in [17] conducts a lit-
erature survey with a focus on legal and Greek documents. Authors
tried to describe the main aspects of the existing methodologies, i.e.
Name Entity Recognition and Deep Learning techniques, recently
introduced for their effective solution and the most important re-
searches in the sub-fields of legal and Greek texts. Nevertheless,
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this research has indicated the need for investigation in the area
of further processing specific legal texts and is specifically aimed
at solving the problems of relationship extraction, summarization
and classification.

According to these previous studies, the distinctive factor of
our work is the use of new concept words and therefore thematic
exclusivity (i.e. nautical terms). Furthermore, our proposed appli-
cation is specialized on Greek vocabulary, a subject that previous
studies have not studied it on an extensive way. More specifically,
we attempt to effectively evaluate and assess the classifier’s output.
Also, joint assessment metrics are employed in classifying and are
embraced by the information retrieval, i.e. are Positive Predictive
Value (Precision) and Sensitivity (Recall). However, further work
has to be carried out in various directions especially on maritime
terminology.

3 METHODOLOGY
3.1 Dataset

The dataset used in the experiments consists of Official Government
Gazette of the Hellenic Republic (O.G.G.) corpora in the Greek lan-
guage. These are legal texts on maritime topics, between 1975 and
1999. Also, the initial corpora consists of 80.000 words. These types
of corpora contain common legal expressions and special characters
as well, such as /, so it was necessary for data pre-processing to
be performed. One of the major forms of pre-processing is to dis-
card useless data, such as words. In Natural Language Processing,
useless words are referred to as stop-words. Moreover, in linguistic
morphology and information retrieval, stemming is the process of
reducing inflected words to their word’s stem, base or root form. We
applied Python stemming library?, which given a word, removes
its suffix according to a set of rules-based algorithm. The algorithm
is developed according to the grammatical rules of the Modern
Greek language [11]. After the pre-processing procedure, we have
calculated the number of unique words in the corpora, which is
calculated to be about 4.800 words.

3.2 Feature Set

In this subsection, the feature set used is described. Text features
play a crucial role in many Machine Learning tasks, such as text
classification, automatic term recognition, etc.

In Natural Language Processing, features are considered impor-
tant steps to be followed for a better understanding of the corpus
context. After the initial text has been cleaned, it is needed to be
transformed into features in order to be used by the ML model. The
feature set used is based on statistical features, which are:

(1) Features based on word frequency. This set contains:

e The simple word frequency, which is the number of times
that a word appears in a corpus.

e The word frequency in a non-topic corpus.

o The Average Reduced Frequency (ARF), which is a variant
on a frequency list that "discounts" multiple occurrences
of a word, e.g. in the same document [30].

e The Average Logarithmic Distance Frequency (ALDF),
which is another type of frequency that can be displayed

Zhttps://github.com/kpech21/Greek-Stemmer
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for the results of word lists and keyword term extrac-
tion. This modified frequency indicates whether a token is
evenly distributed throughout the whole corpus or its oc-
currences are close to each other. The more similar ALDF
is to absolute frequency, the more evenly distributed the
word is. If an absolute frequency and ALDF are the same,
then the word is perfectly widespread through the whole
corpus. In comparison with Average Reduced Frequency
(ARF), ALDF is based on distances between the words. For
the calculation of these features, the Sketch Engine tool
can be used [16] .
(2) Entropic measures in general are relevant for a wide variety
of linguistic and computational sub-fields. In this experiment,
we decided to use Shannon-entropy. This index is a measure
of the degree of randomness in a set of data.
Term Frequency Inverse Document Frequency (Tf-Idf) algo-
rithm is a very popular technique, commonly used to weigh
each word in the text document according to the degree of
uniqueness.

—
w
=

3.3 Word Embeddings

Word embeddings are the dominant approach to model the words
into numeric data. In the current paper, a Greek version of Word-
Sim353 for pre-trained embeddings, is adopted. More precisely,
WordSim353 contains the 300-dimensional Greek embeddings of
350K words, trained on 20M URLs with Greek language content,
which were computed during 2018. More details about the number
of unique sentences, unigrams, bigrams, trigrams and so forth can
be found in the paper presented in [26]. In this case, the embedding
layer utilized the embedding matrix produced by the embedding
index dictionary and the word index as well. The size of the em-
bedding layer, in number of nodes, is 300, that is the dimension of
pre-trained embeddings.

3.4 Network Architecture

This study aims to identify if a word can be considered as a maritime
term. This task can be viewed as a binary classification problem.
The annotation for this problem is calculated as follows: 1 if a word
is a maritime term or 0 if a word in not a maritime term. Because
of the language (Greek) and the domain of the data (legal corpora),
class imbalance is observed. More specifically, 25% were annotated
as maritime terms and 75% as non-maritime terms.

Regarding the architecture, each term is passed to the pre-trained
embedding layer producing the numerical vectors, which form the
input to the hidden layers. The hidden layer outputs from the input
to the output layer. In this step, an extra input to the output layer is
used, i.e. the matrix F[i, j|, where i is the number of terms and j the
number of features, containing the features (described in Section
3.2). The Network Architecture schema is illustrated in Figure 1.

The network model architecture for the experiments consists an
architecture of feed-forward layers. The network is trained using
the Adam optimizer [35] for optimizing parameters. To avoid over-
fitting, dropout is applied with a rate of 0.05, using the loss function
of binary cross entropy and the regularization parameter [ is set
equal to 10 — 3. 10-fold cross validation was employed in terms of
testing.
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Input  Embedding Hidden Layers
Layer Layer Layer

Figure 1: Network Architecture

4 EXPERIMENTAL RESULTS

In this section, the experiment results are presented and analyzed.
In order to quantify and evaluate the performance of the classifier,
common evaluation measures in classification are used and adopted
from Information Retrieval; the Positive Predictive Value (Precision)
and the Sensitivity (Recall). The first metric shows which proportion
of classifications is actually correct, whereas the second metric
presents the proportion of actual positives classified correctly.

Given the challenges governing the genre and the domain of
the data, we have decided to apply a meta-learner to address the
class imbalance (25% annotated as maritime terms and 75% as non-
maritime terms) and increase robustness. The minority class (mar-
itime terms) causes problems in the classification process; the clas-
sification algorithms give low accuracy as they tend to classify the
new unseen segments in the majority class. In order to improve
the performance of the model for the minority class (precision 50%,
recall 20%), we used the SMOTE over-sampling approach [2] for
creating new synthetic training data. SMOTE combines the fea-
ture values of minority class examples with the feature values of
their nearest neighbor examples (n = 5), in order to produce new
examples of the minority class.

Our main results are depicted in Table 1. Before using Prior
SMOTE over-sampling method, the model achieves high accuracy
for non-maritime terms. Concretely, Precision is equal to 74% for
non-maritime terms and 50% for maritime terms, whereas Recall is
equal to 50% for non-maritime terms and 20% for maritime terms.
After SMOTE over-sampling, Precision is equal to 73% for non-
maritime terms and 71% for maritime terms, whereas Recall is equal
to 69% for non-maritime terms and 74% for maritime terms. Before
using Prior SMOTE over-sampling, the model almost perfectly
recognized the non-maritime terms, but it did not achieve the same
good performance for the recognition of maritime terms. After the
application of this method, there is a slight decrease in the detection
of non-maritime terms but, at the same time, a satisfactory increase
in the recognition of maritime terms, is observed.

For the purpose of comparison with other models, as proposed in
[3, 4], we decided to run additional experiments based on classical
algorithms, using the same feature set, utilizing the WEKA frame-
work as back-end [9]. These experiments contain the algorithms
Random Forest [1], Naive Bayes [28] and Support Vector Machines
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Table 1: Precision and Recall

‘ Class ‘ Precision ‘ Recall ‘
Model_no SMOTE
non maritime term 74% 50%
maritime term 50% 20%
Model_with SMOTE
non maritime term 73% 69%
maritime term 71% 74%

[32], with the application of the SMOTE filter. The results without
applying the SMOTE filter are illustrated in Figure 2.

F1 score_no SMOTE

0,3
0,6
0,4
0,2

0

NN model RF Naive Bayes SVM

= Non maritime term maritime term

Figure 2: F1 Score Among Models_no SMOTE

The Random Forest algorithm achieved the highest performance
among the classical algorithms and it had slightly worse perfor-
mance than the NN model. As expected, the non-maritime terms
class demonstrates the best performance when the SMOTE filter is
not applied. Additionally, after applying the SMOTE filter (Figure 3),
the minority class (maritime terms) has a better prediction accuracy
than before. It is not observed any significant differences in the
non-maritime terms for all the classifiers. Regarding the training
time of the classic algorithms and the NN model, the classical algo-
rithms have been trained faster, although it was not observed any
remarkable difference compared to the NN model training time.

5 CONCLUSIONS AND FUTURE WORK

We developed a text mining technique for discovering knowledge
from textual data, focusing in legal texts for extracting concepts
from the broader domain of maritime heritage. As a result, our
system has been challenged by the linguistic diversity of the domain-
specific dataset and by adapting the traditional methodology of
candidate terms formation to improve the word selection process.

A possible improvement could be to explore more complex con-
text patterns, such as pre-training the grammatical formalism in
legislative texts and to provide greater clarity in resolving complex
issues that require context over a long period of time. During the
application of the proposed method, some errors occurred, which
are common in an original work like ours. Among these, the in-
consistency of the metrics associated with word frequency, the
low accuracy of the classification algorithms and the reduction in
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F1 score_SMOTE

0,6
0,4
0,2

0

NN model RF Naive Bayes SVM

= Non maritime term maritime term

Figure 3: F1 Score Among Models_SMOTE

discoverability of non-maritime terms, can be considered. Hence,
the use of appropriate pre-processing tools will help to identify the
properties of the language in the corpus. It is worth mentioning that
an important issue is the lack of pre-existing annotated datasets,
especially for less widely used languages, such as Greek, and for
specific areas, such as maritime legislation. This requires further
pre-processing and significantly affects the training of the model.
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