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Figure 1: Discovering Twitter communities based on trajectory density.

ABSTRACT
Social media are widely considered as reflecting to a great extent

human behavior including thoughts, emotions, as well as reactions

to events. Consequently social media analysis relies heavily on ex-

amining the interaction between accounts. This work departs from

this established viewpoint by treating the online activity as a result

of the diffusion in a social graph of memes, namely elementary

pieces of information, with hashtags being the most known ones.

The groundwork for a general theory of decomposing a social graph

based on hashtag trajectories is lain here. This line of reasoning

stems from a functional viewpoint of the underlying social graph

and is in direct analogy with the biology tenet where living organ-

isms act as gene carriers with the latter controlling up to a part the

behavior of the former. To this end hashtag diffusion properties are

studied including the retweet probability, higher order distributions,

and the mutation dynamics with patterns drawn from a MongoDB

collection. These are evaluated on two benchmark Twitter graphs.

The results are encouraging and strongly hint at the possibility of

formulating a meme-based graph decomposition.

CCS CONCEPTS
• Information systems; •Mathematics of computing→ Prob-
ability and statistics;
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1 INTRODUCTION
Decomposing a social graph to simpler ones based on a certain

criterion has long been a major line of research in social network

analysis as it allows the easy identification of important entities

such as influential accounts, bridges, or community structure. Cur-

rently most of these criteria are structural in nature as they mostly

refer to connectivity patterns like degrees, paths, or local triangle

clustering and have led to algorithms which offer deeper insight

into graph structure such as partitioning schemes based on graph

Laplacian [19][15]. Still, as in social media nuanced and multifac-

eted interaction is intentionally encouraged, it makes perfect sense

to consider criteria related to graph functionality.

Cultural memes or simply memes1 can be considered, according

to [4], to be the rudimentary building blocks of sophisticated con-

structs and ideas. Depending on the context and the underlying

domain, a meme may be a text snippet, a logo, or a short tune such

as the Tetris theme. Perhaps one of the most well-known memes is

Kilroy and the associated catchphrase Kilroy was here dating back
to WWII which found its way even to post-modern literature in

1
Not to be confused with the now omnipresent Internet memes which are part of the

mainstream pop culture and are colloquially also known only as memes.
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the classic The cry of lot 49. The very definition of meme leads to

an analogy with genes [7] and to the viewpoint that social graphs

constitute a space for meme evolution [20]. By clustering meme

trajectories it is possible to identify latent diffusion channels in the

social graph which represents a functional decomposition thereof.

Extracting these channels from the graph itself is similar to the

principle behind the Hilbert-Huang spectrum. The latter is a de-

composition of a signal to elementary ones which, in contrast to

the Fourier transform, do not come from a lexicon of known bases

but rather depend on the original signal itself [30][39].

The primary research objective of this conference paper is a

social graph partitioning algorithm based on its intrinsic diffusion

properties whose only hard requirement is that meme trajectory

be well defined. Since memes vary across platforms, Twitter was

selected without loss of generality as a concrete example. Addi-

tionally memes take the form of hashtags which resolves what

constitutes an elementary piece of information. Two segments of

political Twitter obtained with topic sampling serve as benchmarks

and it is shown here that a considerable part of their diffusion

capacity is discovered by the proposed algorithm.

The remainder of this conference paper is structured as follows.

The recent scientific literature regarding graph partitioning and

information diffusion in graphs is briefly reviewed in section 2.

In section 3 the basic properties of the hashtags when treated as

memes and the proposed algorithm are explained. The results of

executing the latter against the benchmark graphs are explained

in section 4, whereas in section 5 are given possible extensions of

this work. Matrices and vectors are denoted by boldface capital and

small letters respectively. Technical acronyms are explained the

first time they are encountered in the text. Finally, the notation of

this work is summarized in table 1.

Table 1: Notation of this conference paper.

Symbol Meaning First in

△
= Definition or equality by definition Eq. (1)

{s1, . . . , sn } Set with elements s1, . . . , sn Eq. (6)

|S | Tuple or set cardinality functional Eq. (6)

⟨s⟩ Length of string s Eq. (7)

d (s, s ′) Levenshtein distance between strings Eq. (7)

∥·∥ Matrix or vector norm Eq. (20)

deg (u) Degree of vertex u Eq. (24)

prob {Ω} Probability of event Ω occurring Eq. (2)

E [X ] Mean value of r.v. X Eq. (18)

Var [X ] Variance of r.v. X Eq. (27)

⟨p | | q⟩ Kullback-Leibler divergence Eq. (21)

2 PREVIOUS WORK
Graph partitioning or graph segmentation based on structural prop-

erties has been historically the first form of graph decomposition

[38] which is generic enough to be applied across a broad spectrum

of applications including traffic distribution, transportation flows,

data scheduling, and load balancing problems to name only a few

[16]. Current methodologies rely on graph Laplacian which codifies

higher order connectivity patterns [33] as obtained from the graph

adjacency matrix eigenexpansion [19]. Graph signal processing

(GSP) is an emerging field which treats graphs as two-dimensional

signals coming from irregular domains [25] with operations such as

sampling, shifting, and reconstruction [23]. In this context graphs

partitioning takes place with techniques like variational autoen-

coders [35], subspace learning [36], and statistical processing [29].

for weighted graphs [15]. Error bounds for graph reconstruction

are given in [24]. Graphs compressed with two-dimensional dis-

crete cosine transform are adaptively reconstructed with tensor

stack networks [11]. Clustering based on tensor distance metrics

has been proposed in [10]. Finally space efficient data structure for

evolving graphs for GSP applications is described in [21].

Information diffusion has become a central point in graph min-

ing [6] and existing studies concerning meme diffusion mainly

focus on constructing theoretical models from different views [26].

Regularized versions have been proposed [32]. Also diffusion has

close ties to graph machine learning [18]. A meme is a rudimen-

tary idea, behavioral pattern, subject, or even style which can be

the building block of more elaborate ideas [4] with social media

being an excellent vehicle for their rapid spreading [31], possibly

in the form of (tiny) links, pictures, videos, or hashtags [37]. Meme

diffusion is typically done by identifying patterns associated with a

specific meme [14]. Meme diffusion models can be categorized into

three groups, namely cascade, epidemic, and competitive models

respectively [17]. Hashtags have been used among others in Twit-

ter political campaigns [3], perhaps most notably during the Arab

spring of 2011 [1], in Twitter community structure discovery [8],

and in spammer detection [2].

3 FUNDAMENTAL NOTIONS
3.1 Hashtags: A Dual Graph View
Memes can be defined as the elementary piece of information which

is simultaneously indivisible and meaningful [4]. In spite of the

conciseness of this statement and in sharp contrast to genes, in

practice what really is a meme depends heavily on the nature of

the underlying field and its respective semantics [34].

In the context of this work this field is a Twitter graph, while

memes are the hashtags moving along the latter with each tweet or

retweet. Hashtags are integral for communication in social media

in general and in Twitter in particular as they carry added semantic

potential compared to ordinary terms [5]. Any vertex can belong

to different trajectories, which is normal Twitter activity.

Definition 3.1 (Hashtag trajectory). The sequence of edges a given
hashtag crosses before its first mutation is its respective path.

Channels are the final product of the proposed methodology and

they represent inherent communication dynamics within a Twitter

graph. Their strength is proportional to the number of hashtags

crossing them as well as to their length.

Definition 3.2 (Hashtag channel). A cluster of paths regardless of

the clustering method utilized is termed a hashtag channel.

Hashtag sets are by definition important for evaluating path

similarity and by extension graph reconstruction error in terms

of functionality as proposed here. Please note that for linguistic

variety the terms vertex and account will be interchangeably used.
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Definition 3.3 (Hashtag set). The set of hashtags contained in the

tweets and retweets of a given account constitute its hashtag set.

When seen as individual and autonomous entities, their major

properties in the proposed methodology include the following:

• Diffusion: The diffusion of hashtags over time with each

tweet or retweet is central to the proposed technique. The

more hashtags cross a channel, the stronger it is as there is

higher topical coherence across its vertices.

• Asynchronicity: For each hashtag time runs differently as

each one is generated independently and propagates with

its own rate depending primarily on its semantics and its

association with external events.

• Mutation: Changes are usually not random but instead they

tend to correspond to a new event or to a development to

an existing one. In light of this, mutations are paramount in

discovering new evolutionary directions [27].

• Coherency:Certain hashtag combinations can be frequently

carried over a channel, implying its accounts have similar

hashtag sets. The converse need not be true, as accounts

with similar set may belong to different channels.

In contrast to the majority of account-oriented techniques, there

is no need for anonymity since hashtags as well as other forms of

memes for that matter are by definition public and typically not

associated with any particular account.

3.2 Mutation
Mutation may appear when a meme moves from an account to

another. In other words, it may well be regarded as an imperfect

copy operation which can have long running effects depending

on the information content of the meme in question or the corre-

sponding content of other coexisting memes. Irrespective of the

mutation consequences, the effectiveness of hashtag propagation

through Twitter can be evaluated by the mutation probability p0 of
(1) defined as the ratio of the number of distinct mutations nm to

the total number of posts ns :

p0
△
=
nm
ns

(1)

Equation (1) expresses the average probability of a mutation

occurring during a retweet. Therefore, following a path of L0 con-
secutive and independent retweets the mutation distribution is

binomial as shown in equation (2):

prob {c mutations}
△
=

(
L0
c

)
pc
0
(1 − p0)

L0−c
(2)

The rationale behind the binomial distribution is that it counts

every possible path of length L0 where exactly c mutations occur

and adds their individual probabilities because of their stochastic

independence. Besides being aligned with intuition, the very form

of the binomial distribution renders easy the construction of es-

timators as it depends only on two parameters and moreover is

symmetric.

Alternatively, for small values of the average mutation probabil-

ity p0 and large path lengths L0 in the social graph the binomial

distribution of (2) can be approximated by the Poisson distribution

of (3). The intuition behind this is that the Poisson distribution is

frequently a good model for rare events.

prob {c mutations}
△
=
λc
0

c!
e−λ0 (3)

To see why this holds true, consider the following pair of ap-

proximations of equation (4). These can be proven to hold under

mild conditions for a broad range of p0 and L0:(
L0
c

)
pc
0
≈

Lc
0

c!
pc
0
=

(p0L0)
c

c!

(1 − p0)
L0−c ≈ (1 − p0)

L0 ≈ e−L0p0 (4)

From the pair of equations of (4) it follows that the single param-

eter λ0 of the Poisson distribution represents both the parameters

of the binomial distribution p0 and L0, resulting thus in an informa-

tion loss. Equivalently this implies that a single Poisson distribution

can approximate a class of binomial ones.

Besides the mutation model another important parameter is the

distribution of the discrete time steps to the first mutation for each

hashtag. The time steps until the first mutation is an important

indicator as it may suggest a branch point, usually as a response

to an event. Since the average mutation probability p0 is constant
and global, the geometric distribution of (5) models exactly this

situation as a sequence of unsuccessful trials until a successful one.

prob {L steps to first mutation} = p0(1 − p0)
L−1

(5)

Even though in most of not all social graphs have a plethora of

hashtags, not all of them propagate in the same way. To this end,

only the most representative of them constitute H0, namely the

reference hashtag set. Moreover, for each hashtag h ∈ H0 the set

V [h] consisting of itself and its variants as in (6).

V [h]
△
= {⟨h⟩} ∪

{〈
h′

〉
| h′ is a mutation of h

}
(6)

Concerning the selection of the starting vertex for each hashtag,

there are a number of strategies. Thus S0 can be populated in a

number of ways. Alternatives include high degree or high central-

ity vertices, verified accounts, or timestamps. Still, for paths long

enough the starting vertex may not be very influential as they may

contain the important patterns in later segments.

Since hashtags are essentially text despite their special functional

role, a mutation h′ of h can be defined based on the Levenshtein

distance d (h,h′) between them as defined in (7). Therein th→h′ is

any sequence of elementary transformations, typically insertion,

deletion, and replacement, starting from h and resulting in h′. In
general, each such transformation may be mapped to different time

and memory costs, but this applies to sophisticated operations.

d

(
h,h′

) △
=

min |th→h′ |

max {⟨h⟩ , ⟨h′⟩}
(7)

Addition, subtraction, and substitution of a single character are

among the elementary string operations which can be easily dis-

covered by most implementations of the Levenshtein distance. In

the context of this work, h′ is a mutation of h if and only if ℓ0 or

more elementary operations are required.

3.3 Framework
The above descriptions are summarized in algorithm 1 which essen-

tially is a depth first search (DFS) for hashtags instead of vertices as

in the original version. As a consequence, a vertex may well appear
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multiple times in the channel structure. The clustering technique,

as well as the sets H0 and S0 are not part of the algorithm per se,

allowing its full parameterization.

Algorithm 1 Graph decomposition based on hashtag trajectories.

Require: Social graph G, sets H0 and S0 and clustering scheme

Ensure: Find the graph structure based on the hashtag channels

1: for all hashtags h ∈ H0 do
2: for all tweets or retweets containing h do
3: if mutation discovered then
4: mark the start of a new path and backtrack

5: else
6: extend the path by one vertex

7: end if
8: end for
9: end for
10: return hashtag path clustering to channels

3.4 ACID or BASE?
Since the patterns mined and used to designate hashtag channels

will be stored in a MongoDB instance, a few words will be dedi-

cated here to the SQL vs NoSQL question. Mining Twitter graphs

for hashtags and monitoring their trajectories and mutations re-

quires a dedicated database. Although the heading might seem as

a chemistry question (pun intended), it is actually a choice over

database operating requirements. Recently, partly due to the advent

of the Internet of Things (IoT) and social graphs, new database

paradigms have been developed resulting in a family collectively

known as NoSQL. Its key points are summarized in properties 2

and 1, while table 2 lists the four primary NoSQL technologies [28].

Table 2: NoSQL data types.

Database Data type

Graph Linked data and conceptual graphs

Key-value Associative or key-value array

Document JSON or BSON documents

Column family Wide and recursively nested tables

Property 1 (BASE). The characteristics of NoSQL databases are:
• BasicAvailability. The database is operational most of the time.
The percentage of downtime depends on the local operational
requirements.

• Soft state. The database does not have to be written consistent.
Also replicas do not have to be mutually consistent sometimes.

• Eventual consistency. Replicas may be inconsistent temporar-
ily.

Property 2 (No schema). NoSQL databases are schemaless.

The reasons for selecting MongoDB for storing and monitoring

meme trajectories in any social graph are the following:

• Twitter exports data directly in Javascript object notation

(JSON) format, which is also the native data format of Mon-

goDB.

• MongoDB inherently and fully supports regular expressions

which greatly facilitates pattern location in hashtag collec-

tions.

In figure 2 the consistency, availability, and partition tolerance

(CAP) theorem which states that NoSQL databases can at most have

any two of these three properties. MongoDB stands on the CP side

along with HBase [22].

Figure 2: CAP theorem and MongoDB.

4 RESULTS
4.1 Dataset And Experimental Setup
The system architecture which performed the topic sampling to

fetch the two benchmark graphs from Twitter is shown in figure 3.

MongoDB

Application

Twitter

AnalyticsSocial

crawler

Figure 3: System architecture.

Both graphs have been studied [13][9][12] and their main char-

acteristics are as follows:

• 1821: The year 2021 marks the 200 years from the Greek Rev-

olution of Independence. This results in a general pleasant

climate with long conversations and occasional disagree-

ments over the historical significance of persons or events.

Thus, it focuses on a generally acceptable topic of the past.

• US2020: The US 2020 Presidential Elections took place in a

highly polarized political climate. This is reflected in heated

conversations which may be cut short among accusations or

frequent live updates about news of local interest. Therefore,

its core is a disputed topic unfolding in almost real time.

In table 3 are shown the structural and functional properties

of both graphs. There the density ρ0 of a graph is defined as the

ratio of the number of its edges to that of its vertices as shown in

equation (8). Along a similar line of reasoning, the logdensity ρ ′
0
is
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Table 3: Dataset synopsis (from [12][13]).

Property 1821 graph US2020 graph

Number of vertices |V | 132.317 147.881

Number of edges |E | 2.225.177 2.447.224

Density ρ0/ Log-density ρ ′
0

16.8170 / 1.2393 16.5486 / 1.2357

Completeness σ0 / Log-completeness σ ′
0

2.54e−4 / 0.6196 2.38e−4 / 0.6173

Number of triangles 446.513 489.773

Number of squares 215.387 218.633

Number of cliques of size four 102.044 125.806

Graph diameter 10 11

Percentage of vertices reachable at diameter-1 95.33% 98.17%

Percentage of vertices reachable at diameter-2 93.26% 96.44%

Percentage of vertices reachable at diameter-3 89.11% 91.22%

Percentage of vertices reachable at diameter-4 84.73% 87.47%

Number of favorites 36.994.815 42.114.509

Number of tweets 17.465.844 22.773.674

Number of hashtags 21.362.511 27.901.224

Number of distinct hashtags 567.334 793.512

the ratio of the respective logarithms. Observe that the logarithm

base does not affect the actual numerical value.

ρ0
△
=

|E |

|V |
and ρ ′

0

△
=

log |E |

log |V |
(8)

The completeness σ0 of a graph is defined as the ratio of its

number of edges to the number of edges of a complete directed

graph with the same number of vertices as shown in (9). Similarly,

the logcompleteness σ ′
0
is the ratio of the respective logarithms or

equivalently of the respective sizes of magnitude.

σ0
△
=

|E |

2

( |V |
2

) = |E |

|V | (|V | − 1)
≈

|E |

|V |2
=

ρ0
|V |

σ ′
0

△
=

log |E |

log

(
2

( |V |
2

) ) ≈
log |E |

2 log |V |
=

ρ ′
0

2

(9)

The hashtag set H0 consists of frequently appearing hashtags.

One way to determine its cardinality is to fit a model to the set of

raw frequencies and then to extract H0 from it. Given the recall-

precision law in information retrieval (IR), a power law of (10) is

chosen as model. If the raw frequencies are sorted in descending

frequency in a vector f of length nh , then the model yields:

f[k] = α0k
−γ0 , α0 > 0,γ0 ≥ 1 (10)

Taking the logarithm of (10) gives the linearized model of (11):

ln f[k] = lnα0 − γ0 lnk (11)

The detailed structure of (11) is the following:
1 0

1 ln 2

...
...

1 ln (nh − 1)


[
lnα0
γ0

]
=


ln f[0]
ln f[1]
...

ln f[nh − 1]


⇔ Mu = f (12)

Since (12) is overdetermined, one strategy is to compute its least

squares (LS) solution through the normal equations. Without regu-

larization the solution of equation (13) is obtained:

uLS =
(
MTM

)−1
MT f = M−1

LS fLS (13)

The structure of the coefficient matrixMLS and the vector fLS
of the 2 × 2 system of (13) are given respectively in (14) and (15):

MLS =

[
nh

∑nh−1
k=1 lnk∑nh−1

k=1 lnk
∑nh−1
k=1 ln

2 k

]
(14)

fLS =

[ ∑nh−1
k=0 f[k]∑nh−1

k=1 f[k] lnk

]
(15)

Given the above, the LS solutions are given in (16).

a0,LS = exp (a0)

a0 =

∑nh−1
k=0 f[k]

(∑nh−1
k=1 ln

2 k
)
−

(∑nh−1
k=1 f[k] lnk

) ∑nh−1
k=1 lnk

n
∑nh−1
k=1 ln

2 k −

(∑nh−1
k=1 lnk

)
2

γ0,LS =
nh

∑nh−1
k=0 f[k] lnk −

(∑nh−1
k=1 f[k]

) ∑nh−1
k=1 lnk

n
∑nh−1
k=1 ln

2 k −

(∑nh−1
k=1 lnk

)
2

(16)

From the LS parameters of (12) a Pareto bound τ0 can yield the

cardinality of H0. The selection of S0 was based on the earliest

timestamp for each hashtag.

Table 4 shows the parameters used in the experiments. Table 5

lists the results with the Wiener filter variants in ascending order

from left to right and then the DTW. The meaning of each entry is

given in the respective subsection.

4.2 Hashtag Trajectory Graph Decomposition
Regarding path clustering, two alternatives were implemented here.

The first relies on the dynamic time warping (DTW), a dynamic

programming technique for determining sequence similarity which
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Table 4: Parameters of the experiments.

Parameter Value Parameter Value

Bound τ0 0.2 Threshold ℓ0 2

p0 (1821) 0.0011 p0 (US2020) 0.019

Runs Nr 100.000 Wiener filter length q 11, 21, 31

can handle trajectories of varying length. The second is the Wiener

filter, which is restricted to fixed length trajectory transforms. The

Wiener filter coefficients are computed from (17).

Rxxh = rxy (17)

The Wiener filter for a wide sense stationary (WSS) and inde-

pendent and identically distributed (iid) input random process X
and output process Y mines self- and cross-similarity patterns be-

tween them and encodes them to the coefficients of a finite impulse

response (FIR) filter. In turn these are clustered with k-means. The

structure of Rxx in shown in (18). Observe it has a rich structure

as it is symmetric and Toeplitz, suggesting an efficient solution

method, perhaps in iterative form. In fact solutions of the latter

type exist and have been widely used in adaptive signal processing.

Rxx
△
=


E

[
X2[0]

]
. . . E [X [0]X [q − 1]]

E [X [1]X [0]] . . . E [X [1]X [q − 1]]

...
. . .

...

E [X [q − 1]X [0]] . . . E

[
X2[q − 1]

]


=


r0 r1 . . . rq−1
r1 r0 . . . rq−2
...

...
. . .

...

rq−1 rq−2 . . . r0


(18)

In this case the Wiener filter is a step one linear predictor of the

random process X . Therefore Y is a left shifted by one version of

X , hence giving to rxy the special form of equation (19).

rxy =
[
E [X [0]X [1]] . . . E [X [0]X [q]]

]T
=

[
r1 . . . rq

]T
(19)

In (18) and (19) rk is the k-th autocorrelation coefficient of X .
Although both alternatives have access to the entire paths, the DTW

is more flexible. Nonetheless, in both cases the different nature

of the two benchmark graphs is evident, indicating the ability of

algorithm 1 to discover communication dynamics.

Once the nc channels are estimated, the channel matrix Gc ∈

{0, 1} |V |×nc
is constructed by placing each channel in a column.

Observe that Gc is essentially a compressed version of the original

adjacencymatrixG based on a communication, namely a functional,

criterion. The real weights necessary to reconstruct G from Gc can

be obtained by the LS problem of equation (20).

Wc
△
= min

W
{∥G − GcW∥

2
} , W ∈ Rnc×|V |

(20)

The number of channels n′c for which the root mean square (rms)

value of the elements ofW is minimum is taken as the best value of

nc . The rationale behind this is that a lower rms value corresponds

to less weight fluctuation, indicating a smoother distribution of

channel weights. From the entries of table 5 it can be seen that the

DTW variant outperforms the one based on the Wiener filter.

4.3 Functionality Metrics
In this subsection certain graph functionality metrics are used to

indicate that for both benchmark graphs the corresponding Gc
maintains a considerable part of G with any remaining activity

being attributed to graph reconstruction error, remote communities,

and latent hashtag channels. Thesemetrics are the hashtagmutation

distribution, the distribution of steps to first mutation, and the

distribution of vertex hashtag sets of orders one to four. For any

two discrete distributions p and p∗ The Kullback-Leibler divergence
computes the entropy of p relative to the reference distribution of

p∗. In this work the former is the distribution regarding a feature

of Gc and the latter the corresponding of G.〈
p | | p∗

〉 △
=

∑
k

pk log

(
pk
p∗k

)
(21)

To compute the divergence of the first three of the above distri-

butions, the maximum likelihood (MLI) estimators of the models (2),

(3), and (5) were used. For the set distributions the empirical ones

were used as no model was available. Given ny i.i.d. observations y
which depend on na unknown deterministic parameters stored in

a the likelihood function l(·) is defined as in (22):

l(a; y) △
= ln fY (y; a) = ln

ny∏
k=1

fY (y[k]; a) =
ny∑
k=1

ln fY (y[k]; a) (22)

The values aMLI maximizing (22) are the MLI estimators for

the parameters of fY . Since the above models belong to the broad

family of exponential distributions, it suffices to compute the values

zeroing the likelihood Jacobian of equation (23).

∇al(a; y)
△
=

[
∂l(a; y)
∂a[0]

∂l(a; y)
∂a[1]

. . .
∂l(a; y)
∂a[na − 1]

]T
(23)

From the entries of table 5 it follows that the graph resulting

from the application of algorithm 1 contains a considerable part

of the original functionality for both benchmark graphs. Again

the DTW variant achieves better results. Moreover, the Poisson

approximation is close to the binomial model as in both graphs p0
is very low. Additionally, as the order grows the divergence for the

vertex profile set distribution decreases, which can be attributed to

the fact that some hashtag combinations are far more common and

by capturing them inGc the dynamics ofG are also preserved. Note

that Jb , Jp , and Jд in table 5 denote respectively the distribution for

models (2), (3), and (5), whereas Jk the k-th order vertex hashtag

profile distribution.

4.4 From Functionality To Structure
The preceding analysis indicated how in both scenarios a major

component of the functionality of the G is preserved in Gc . This

still leaves the question of what can be told about the structure ofG.
Intuitively speaking, since structure contributes to communication,

then indirectly a part of it should also be preserved, provided that

the compression ratio is high enough and that salient communica-

tion patterns are linked to structural ones. For instance, a verified

account routinely retweeting hashtags is more likely to be retained.
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Table 5: Results of the experiments.

Sec. 1821 1821 1821 1821 US2020 US2020 US2020 US2020

n∗c 4.2 34721 28313 21940 19821 41061 38303 34814 28345

Jb 4.3 13.2256 12.1742 11.9904 9.7834 15.5631 13.8912 11.0763 10.3325

Jp 4.3 14.3117 12.9921 12.0048 10.0082 16.6777 15.5660 15.0779 11.7883

Jд 4.3 8.2552 7.9967 7.1142 6.6336 10.2563 9.1147 8.7223 8.2026

J1 4.3 16.9981 15.0025 13.0862 11.5514 17.9616 15.5445 14.4000 11.9251

J2 4.3 15.7462 14.3871 12.7913 10.0389 16.3006 15.2114 13.0640 11.4819

J3 4.3 13.9816 11.3334 9.5626 7.9245 14.6012 13.3810 12.3104 10.5718

J4 4.3 11.6634 10.7614 8.4777 7.1359 13.7400 12.3334 10.1608 9.1361

Ir 4.4 0.5912 0.6521 0.6818 0.7433 0.5309 0.5776 0.6092 0.6765

Vr 4.4 0.3334 0.2845 0.2214 0.1567 0.3501 0.3231 0.2671 0.2189

In order to examine whether this holds true, in both cases the

resultingGc served as a starting point for a low complexity and sto-

chastic scale free graph generation model. If systematically a graph

Gr obtained from this model with the same number of vertices is

similar to G, then, since the model itself cannot significantly alter

the patterns inherent in Gc , the latter must be close to G.
The scale free graph generation model utilized in this work relies

on a preferential attachment mechanism where at each time step

either of the following two actions is performed:

• With probability equal to the current inverse density of Gr
select two vertices with probability proportional to their

inbound degree and connect them.

• Otherwise, insert a new vertex and connect it with an exist-

ing one with probability proportional to the inbound degree

of the latter.

The preferential attachment mechanism computes a raw score

K(v) for every vertex v which is subsequently normalized. For

each inbound neighbor u and their respective u ′ of v the (24). This

is repeated for the outbound neighbors and the harmonic mean,

which is immune to zero score values, of the two is computed.

K(v)
△
=

deg (u)∑
u′→u deg (u ′)

(24)

The similarity metric between G and Gr is the correlation of

(25), namely the ratio of the number of common edges to the total

number of edges of G.

Er
△
=

1

|E |
|e | e ∈ G ∧ e ∈ Gr | (25)

Since Gr is stochastically generated, it makes sense to compute

the average of (25). Assuming (24) is an ergodic process, then its

stochastic average equals its realization one. Otherwise, the former

can still reasonably approximate the latter over a large number of

Nr realizations each with its own coefficient Er [k].

Ir
△
= E [Er ] ≈

1

Nr

Nr∑
k=1

Er [k], 0 ≤ Ir ≤ 1 (26)

The variance of Er , or its approximated value, can reveal how

reliable Ir is or in other words how close it is to the true value of

the correlation coefficient.

Vr
△
= Var [Er ] ≈

1

Nr − 1

Nr∑
k=1

(Er [k] − Iv )
2

(27)

From table 5 it follows that the reconstruction error is systemat-

ically low as indicated by the relatively high correlation value and

the low variance.

5 CONCLUSIONS AND FUTUREWORK
The focus of this conference paper is a Twitter graph decomposition

algorithm based on diffusion channels. The latter are estimated by

monitoring the possibly non-linear paths of hashtags as they are

posted and retweeted and then clustering these paths. The more

hashtags or mutations thereof a given channel has, the stronger its

effect should be. The two inspirations behind the proposed method-

ology are thememe theory, stating that complex ideas can be broken

down to elementary ones termedmemes in approximately the same

way genome consists of genes, and the Hilbert-Huang spectrum,

which decomposes a given signal based on simpler ones reflecting

intrinsic properties of the original. When applied to two graphs

extracted from political Twitter, it gave encouraging results as the

channels capture major parts of graph functions, hinting therefore

at a general meme decomposition. Concerning the limitations of

the proposed methodology, the main one is that hashtag mutation

probability is a global property and cannot be known in advance.

Consequently, if it is estimated while hashtag paths are created,

then branch backtracks may be necessary.

This work can be extended in a number of ways. First and fore-

most, experiments with more social graphs with different properties

are in order. Also cross language memes can be harvested from non-

English speaking Twitter accounts. Moreover, the starting point for

each path can be selected in many ways depending on the context.

Finally, hashtag evolution appears to be more Lamarckian than

Darwinian in the sense that mutations come from use, namely from

treating them as strings, but this warrants further investigation.
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