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Abstract—As the volume of data generated and stored on
a daily basis is constantly increasing, the need for finding
techniques in terms of the automated discovery of information
from them has arisen. This purpose can be effectively solved
with the use of text mining, which uses methods derived from
data mining, information retrieval, machine learning, as well as
natural language processing. This paper addresses the problem
of extracting textual information from large collections of doc-
uments by efficiently exploiting clustering techniques in a cloud
computing infrastructure. The clustering was performed using
three different algorithms, namely k-Means, Bisecting k-Means,
and Gaussian Mixture Model (GMM). To evaluate the quality of
these methods, we experimented in the Apache Spark distributed
environment, on several well-known datasets, the documents of
which have been manually clustered.

Index Terms—Text Mining, Cluster-based Methods, Cluster-
ing, Apache Spark, Knowledge Extraction

I. INTRODUCTION

The volume of data produced, stored and used daily is
constantly raising. The question that arises from this fact is
the effective utilization of the available data for knowledge
extraction, which is useful in the real world; data mining
process serves this purpose. Specifically, it uses clustering or
classification algorithms, along with principles of statistics,
artificial intelligence, machine learning, and dataset systems
for extracting potentially useful information and standards.
Classification is perhaps the most well-known and popular
technique of data mining and refers to the process of predicting
a highlighted class for an unmarked item. It is essentially a
division of objects so that each object could correspond to
one of several mutually exhaustive and exclusive categories,
known as classes [21].

On the other hand, clustering is a technique similar to
classification, with the main difference being that in this case,
the datasets, called clusters, are not predefined but are then
derived from the data. A cluster is a collection of data objects
intertwined within a cluster and non-clustered with objects

in other clusters. Similarity measures are used for predefined
features to determine the clusters generated, depending on the
data. Clustering is also well known as non-supervised learning
[30].

The data collection method, known as document clustering,
combines features from machine learning, natural language
processing, and information retrieval [4]. A specified similarity
measure, divides documents into various clusters where the
documents in each cluster share common properties. Users
require support from efficient and high-quality document
clustering algorithms to efficiently navigate, summarize, and
organize the information. Hard clustering and soft clustering
consist of the two main sub-categories of document clustering.
The strict mapping of a document to a cluster is calculated via
hard clustering, meaning that each document is mapped to the
same cluster by a collection of unique clusters. Each document
may appear in as many clusters as desired when using soft
clustering; thus, a set of overlapping clusters is created [1].

Given the fact that there are several clustering algorithms,
their categorization is difficult since many have characteristics
belonging to more than one category. However, the most
crucial clustering methods are divided into the following basic
categories: partitioning, density-based, hierarchical, and lattice
algorithms. Classical clustering algorithms may be inappro-
priate when applied to large and dynamic datasets. This is
due to their high complexity (usually O(N2)) and the notion
that there is sufficient memory to store the data during the
algorithm execution and that all data simultaneously exist.
However, previous assumptions are unrealistic when clustering
algorithms are required to process big data [5].

The rapid increase of internet users in recent years, com-
bined with the vast amount of information, has created the
need for services and tools to provide and process reliably
this information. This purpose is served by cloud computing
as a shared pool of computer resources (networks, servers,
storage, applications, services, etc.) can be immediately fed
and interacted with using the cloud computing concept, which
enables on-demand internet access to the resources [26].978-1-6654-8727-6/22/$31.00 © 2022 IEEE



One of the most widely used frameworks for cloud-based
data analytics applications is Apache Spark [6], [23]. It is
a powerful open-source Hadoop computing platform which
is written in the Scala programming language. As Spark
is a general-purpose infrastructure for computer clusters, it
is mainly used for various applications. Furthermore, the
development of cloud computing infrastructures has led to the
creation of new techniques and algorithms for data processing
and analysis, as well as machine learning libraries aimed at
exploiting its potential [28].

From the machine learning point of view, Spark provides its
users with many traditional techniques, such as classification,
clustering, regression, which constitute the so-called MLlib
library [19]. In our paper, we aim to efficiently and effectively
apply document clustering to extract meaningful textual infor-
mation. For this purpose, the Apache Spark framework was
used as it is characterized by high execution speeds, tasks
parallelization and system cache memory utilization when
implementing different algorithms. For the evaluation of the
clustering quality, we measured the F-measure metric, which
is the harmonic mean of the Precision and Recall metrics along
with the execution time of each algorithm.

The rest of the paper is organized as follows. Section II
describes the relevant to the subject works. Besides, Section
III analyzes the methodology followed, whereas in Section IV,
the acquired research results are captured. Finally, discussion
and conclusions are outlined in Section V.

II. RELATED WORK

Document clustering methods partition a collection of doc-
uments into cohesive and distinct clusters based on content
similarity. These techniques often use features represented
as word embeddings or Term Frequency-Inverse Document
Frequency (Tf-Idf) matrices.

Document and query processing has gained much amount
of attraction in recent years [13]. Specifically, information
processing focuses on information redundancy [2], [3]. These
techniques leverage greedy algorithms, like Maximum k-
Intersection and Maximum k-Union in order to allocate the
maximum intersection of similar information between pairs of
documents. Upon locating the same context, a new document
is being created, which contains this specific context along
with any new information contained in texts participated in
the intersection process over a specified threshold. The newly
created content is checked with the coherence metric that
concludes whether the derived text is logical and valid.

More to the point, in a series of additional papers [14],
[15], [16], [27], a number of interesting approaches are being
explored in order to provide further information in the text as
well as terms annotation. The process of Wikification utilizes
the structure of Wikipedia pages so as to assign additional
weights to the scores assigned to terms through WordNet’s
disambiguation process. Moreover, authors in [9] used the
TAGME technique in conjunction with WordNet results, and
the final score was assigned to the texts before being returned
for a specific query.

In following, this section presents a number of relevant
works in terms of clustering methods applied to a text doc-
ument. These papers either enhance previously established
methods in terms of their clustering accuracy or evaluate their
performance in distributed environments focusing on big data.

A. Clustering Perspectives

Text document clustering is applied using the Spectral
Clustering algorithm with Particle Swarm Optimization (PSO)
[11]. In terms of clustering accuracy, the suggested approach
surpasses Spherical k-Means, traditional PSO as well as
Expectation-Maximization (EM) algorithm [20].

Additionally, authors in [10] devised a technique that spec-
ifies the number of clusters by initially calculating a threshold
value that serves as the k-Means center. Two data points will
be included in the same group in a given iteration of k-Means
if the Euclidean distance between them is less than or equal
to the threshold value. If the suggested method is not applied,
a new cluster with different data points will be constructed.

Furthermore, different features are retrieved from data, such
as sentence-level and phrase-level embeddings, Tf-Idf features,
and document embeddings. The data is then clustered using
three different techniques (k-Means, Bisecting k-Means, and
Affinity Propagation) [22]. According to the results, Tf-Idf fea-
tures with use of k-Means clustering algorithm outperformed
all other clustering methods.

B. Clustering in Distributed Environments

The efficiency of MapReduce in document clustering using
a parallel k-Means algorithm is measured in [29]. To validate
the superiority of their clustering approach, authors compared
it with the sequential k-Means in varying sizes of document
datasets.

A more recent work improves the efficiency of the k-
Means algorithm and its time complexity by utilizing the
Hadoop cloud-based platform, a distributed database appro-
priate to simulate the shared memory space and parallelize
the algorithm [18]. In [24], k-Means is compared with a
probabilistic clustering method, namely the Gaussian Mixture
Models, in a cloud computing paradigm. This method has
higher computation time, but it can identify more complex
patterns achieving better clustering with distinct boundaries.

III. METHODOLOGY

The main steps of the elaborated framework are illustrated
in Figure 1. Pre-processing, Tf − Idf feature extraction,
and clustering techniques comprise the process three main
components.

A. Pre-processing

Initially, each input document is converted to its alphanu-
meric form based on punctuation marks, spaces, and new
lines. Its contents are scanned and in following are divided
into an alphanumeric table according to a set of separating
symbols; this process is called verbal analysis. Many of these
alphanumerics can be HTML tags as the texts in the collection



Fig. 1. Text Document Clustering Framework

may be retrieved from the World Wide Web in HTML format.
These HTML tags can provide helpful information as they
can distinguish the title of a web page as well as metadata,
headings, etc. However, these tags are removed since they are
irrelevant to the each document’s content [7].

In the next phase, stop words are removed so that the
updated form will contain only terms that can be related to the
content of each document. Finally, the result of this process
is given as input to the stemming algorithm for converting all
the document terms to their root format and all characters are
converted to lowercase. So, for example, “playing”, “played”,
“plays” must be reduced to its common root, “play”.

B. Tf-Idf

The next component of the methodology constitutes the
vector representation of the preprocessed documents using
the Tf − Idf method [17]. We assume a corpus D =
{d1, d2, . . . , dN} of N documents where t is a word term
in the documents collection. The Term Frequency Tf counts
how many times the word t, which is defined in a dictionary,
occurs in a document and is computed as:

Tfi,j =
ni,j∑

k

nk,j
, (1)

where ni,j represents the number of occurrences of ti in
document dj ,

∑
k

nk,j represents the total number of occur-

rences of words in document dj and K is the number of words.
Besides Tf , the Document Frequency DF captures the

number of times each word appears in the collection D and
is calculated as:

DFi,j =
|dj ∈ D : tj ∈ dj |

|D|
(2)

where |dj ∈ D : tj ∈ dj | represents the number of
documents that word tj occurs and |D| is the total number
of documents.

The IDF , which is the inverse of DF , measures the
importance of words in the collection of documents and is
defined as:

IDFi,j = log
( |D|
|dj ∈ D : tj ∈ dj |

)
(3)



Based on the above, Tf − Idf is computed as:

Tf − Idf(t, d) = Tf(t, d)× IDF (t) (4)

C. Clustering

Three different clustering algorithms including k-Means,
Bisecting k-Means, and Gaussian Mixture Model (GMM)
were utilized and tested in the present work, implemented with
use of the Apache Spark Machine Learning Library (MLlib).
Specifically:

• k-Means algorithm [8], [25] has been widely used in data
mining and information retrieval. This grouping aims to
separate N documents into groups so that each document
belongs to the cluster with the closest means, which
serves as a typical sample of the cluster. The algorithm’s
input is the Tf − Idf scores of all documents along
with the desired number of k clusters. The documents
clustering with use of Tf − Idf value leads to groups
of similar documents according to the importance of
their words. Based on the Euclidean distance between the
Tf − Idf value of the document and a center value of
each cluster, k-Means clustering algorithm determines the
center of the cluster that represents a group of documents
with a particular subject and assigns a document to a
cluster with a high degree of similarity [17].

• Bisecting k-Means [22] is a variation of k-Means and is
analyzed in the following steps:

1) Applies random initialization of the centroids.
2) Selects a cluster.
3) Applies traditional k-Means algorithm on the cluster

setting where the number of clusters is k = 2.
4) Repeat step (3) for the number of iterations specified

and selects the partitioning with the lowest Sum of
Squared Errors (SSE).

5) Steps (2), (3) and (4) are repeated until the number
of desired clusters are obtained.

• Gaussian Mixture Models [24] is an unsupervised clus-
tering technique that forms clusters based on probability
density estimations using the Expectation-Maximization
algorithm [12]. A GMM groups the data points using
the soft clustering approach for distributing the points in
different clusters. Each cluster is modelled as a Gaussian
distribution.

IV. EXPERIMENTAL EVALUATION

In this section, our aim is to evaluate the aforementioned
clustering techniques in a distributed environment. Specifi-
cally, this work was implemented and tested in Apache Spark
on a 2.2GHz, 4-core computer system, with 8GB RAM, and
a Unix operating system. The evaluation was implemented in
terms of two aspects, clustering accuracy and time efficiency,
under two different collections of documents. The F-measure
of cluster j and class i was used to evaluate the clustering
quality, which is the harmonic mean of precision and recall.
Following [31], this metric is defined as:

F −Measure(i, j) = 2 · Precision(i, j) ·Recall(i, j)

Precision(i, j) +Recall(i, j)
(5)

where Precision(i,j) measures the ratio of retrieved docu-
ments from j-th cluster that belong to the i-th class while
Recall(i,j) measures the ratio of retrieved documents from the
i-th class that belong to the j-th cluster.

To evaluate the clustering methods, the Webkb1 dataset
was utilized, which has been manually categorized into seven
categories. The dataset includes 5163 websites from Com-
puter Science departments and is divided into the following
categories: student, staff, faculty, department, course, project,
and other. In Table I, the F-measure values per category and
clustering method, are recorded. We notice that student and
other achieve the highest F-measure with course having the
lowest metric, whereas Gaussian Mixture Model outperforms
the other two clustering techniques.

TABLE I
WEBKB DATASET: F-MEASURE EVALUATION IN TERMS OF CLUSTERING

METHODS

Category k-Means
Bisecting
k-Means

Gaussian
Mixture Model

student 0.75 0.75 0.77
staff 0.61 0.61 0.63
faculty 0.66 0.66 0.71
department 0.71 0.71 0.74
course 0.58 0.58 0.66
project 0.69 0.69 0.69
other 0.79 0.79 0.70

The 20-Newsgroups2 dataset, which contains 18846 docu-
ments, was also used for testing our techniques. Some forums
are very closely linked (e.g. comp.sys.ibm.pc.hardware and
comp.sys.mac.hardware), while others are not relevant (e.g.
misc.forsale and soc.religion.christian). Table II depicts the
categories of the collection and the number of documents in
each category are captured.

TABLE II
20-NEWSGROUPS DATASET: CATEGORIES AND NUMBER OF DOCUMENTS

PER CATEGORY

Category Records Category Records
alt.atheism 799 rec.sport.hockey 999
comp.graphics 973 sci.crypt 991
comp.os.ms-windows.misc 966 sci.electronics 984
comp.sys.ibm.pc.hardware 982 sci.med 990
comp.sys.mac.hardware 963 sci.space 987
comp.windows.x 985 soc.religion.christian 996
misc.forsale 975 talk.politics.guns 909
rec.autos 989 talk.politics.mideast 940
rec.motorcycles 996 talk.politics.misc 775
rec.sport.baseball 994 talk.religion.misc 628

Table III presents the values of the F-measure cal-
culated for the 20-Newsgroups dataset after applying

1http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
2http://qwone.com/∼jason/20Newsgroups/

http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
http://qwone.com/~jason/20Newsgroups/


the k-Means, Bisecting k-Means, and Gaussian Mixture
Model algorithms, respectively. Rec.motorcycles, misc.forsale,
talk.politics.guns and comp.windows.x achieve the high-
est F-measure values for all three clustering techniques,
whereas comp.sys.ibm.pc.hardware, talk.religion.misc and
soc.religion.christian had the lowest values. Moreover, Bisect-
ing k-Means outperformed the other two clustering techniques
in almost all categories.

Table IV depicts the execution times of the components
(stop words removal, stemming and Tf-Idf representation)
as well as the clustering algorithms applied to Webkb and
20-Newsgroups datasets. In the pre-processing step, the stop
words removal was the most time-consuming process, unlike
stemming, which was by far the fastest step. Furthermore,
Bisecting k-Means algorithm is the fastest clustering method,
while the classic k-Means is the slowest option.

Figure 2 illustrates the execution time of the three im-
plemeted algorithms, namely, k-Means, Bisecting k-Means,
and Gaussian Mixture Model for different document sizes and
fixed value of k. We can observe that Bisecting k-Means is
more efficient as the number of input data increases, while
for smaller collections of documents, it is slower against the
classic k-Means. The Gaussian Mixture Model is by far the
slowest method of clustering.

Fig. 2. Execution Time in terms of Number of Records

V. DISCUSSION AND CONCLUSIONS

This work aims to implement a method for effectively
extracting textual information. This extraction has been proved
in terms of efficiency. The effectiveness lies in the fact that the
system was implemented in a cloud computing environment,
namely Apache Spark. At the same time, its efficiency is
related to the clustering methods, which were evaluated with
use of F-measure. The experiments were performed on the
Webkb and 20-Newsgroups datasets, which gave very satisfac-
tory results concerning the values of F-measure exploiting the
clustering algorithms of the Apache Spark Machine Learning
Library. In addition, the Bisecting k-Means algorithm showed
slightly better results than the traditional k-Means and the
Gaussian Mixture Model algorithms.

The adoption of pre-processing techniques constitutes an
essential step in enhancing the performance of clustering
algorithms. In particular, removing stop words and applying
stemming in each documents collection seemed to significantly
improve the quality of the extracted information. At the same
time, these components contributed to the temporal improve-
ment of clustering due to input dimensionality reduction.

More to the point, the utilization of Apache Spark capabili-
ties significantly contributed to the rapid parallel processing of
large volumes of documents. That is reflected in the execution
time of the algorithms. Regarding the selected clustering
methods, Bisecting k-Means was the best choice in terms of F-
measure and execution time perspectives. Its performance was
impacted when the number of documents was small (less than
2.000 documents); in these cases, k-Means was slightly faster.
The performance of Bisecting k-Means is notably improved as
the collection size increases, making it suitable for large-scale
data applications. Finally, Gaussian Mixture Model presented
in all cases the highest execution times.

Directions for further investigation in this line of research
would be the achievement of a better trade-off between re-
sponse time and clustering of the documents. Moreover, more
promising clustering methods will be investigated, benefiting
from deep neural networks in the aforementioned techniques.
Modern techniques and technologies in many important data
applications (e.g. MapReduce, Dryad, MongoDB, HBase and
Cassandra) can not solve the real problems of storing and
exploring big data; Therefore, despite the efforts to tackle the
problem of storing and processing big data in cloud environ-
ments, some important aspects of storing and processing big
data have not yet been resolved and tackling it is a challenge
of great interest.
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