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The problem of human activity recognition (HAR) has been increasingly attracting the efforts of the
research community, having several applications. It consists of recognizing human motion and/or behavior
within a given image or a video sequence, using as input raw sensor measurements. In this paper, a
multimodal approach addressing the task of video-based HAR is proposed. It is based on 3D visual
data that are collected using an RGB +depth camera, resulting to both raw video and 3D skeletal
sequences. These data are transformed into six different 2D image representations; four of them are in
the spectral domain, another is a pseudo-colored image. The aforementioned representations are based on
skeletal data. The last representation is a “dynamic” image which is actually an artificially created image
that summarizes RGB data of the whole video sequence, in a visually comprehensible way. In order to
classify a given activity video, first, all the aforementioned 2D images are extracted and then six trained
convolutional neural networks are used so as to extract visual features. The latter are fused so as to form
a single feature vector and are fed into a support vector machine for classification into human activities.
For evaluation purposes, a challenging motion activity recognition dataset is used, while single-view,
cross-view and cross-subject experiments are performed. Moreover, the proposed approach is compared
to three other state-of-the-art methods, demonstrating superior performance in most experiments.
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1. Introduction

Human activity recognition (HAR) from visual data
is one of the of the most challenging computer vision
tasks, gaining an increasing amount of attention
within the research community®? It may be defined
as the recognition of some human motion and/or
behavior within an image or a video sequence. More-
over, an activity (or “action”) may be defined as a
type of motion performed by a single human, tak-
ing place within a relatively short (however, not
instant) time period and involving multiple body
parts® The aforementioned informal definition dif-
ferentiates activities from gestures; the latter are typ-
ically instant and involve at most a couple of body
parts, while an activity may even involve the whole
body. Similarly, interactions may involve either a
human and an object or two humans. Finally, group
activities involve more than one humans. Another
categorization of HAR tasks is the following®%: (a)
segmented HAR, wherein the input video sequence
depicts exactly one activity example, which should
be recognized, i.e. as in a typical classification prob-
lem. This means that all frames before and after
the activity have been trimmed; and (b) continu-
ous/online HAR, wherein the input video may con-
tain some actions (this means that it may not con-
tain any or it may contain one, or even more).
Activity temporal boundaries are not provided and
should be detected within the approach. The main
domains of application of HAR include video surveil-
lance, human—computer/robot interaction, aug-
mented reality (AR), ambient assisted environments,
health monitoring, intelligent driving, gaming and
immersion, animation, etc. 5289 however the number
of possible HAR applications is ever-growing.

There exist several HAR approaches that are
based on either wearable sensors or sensors installed
within the subject’s environment. A plethora of
such sensors has emerged during the last few
years. In the former case, the most popular
ones include smartwatches, hand/body worn sen-
sors, smartphones, etc. Moreover, in the latter
case, typical sensors include video/thermal cameras,
microphones, infrared, pressure, magnetic, Radio-
Frequency IDentification (RFID) sensors, ™ etc.
However, it has been shown that wearable sensors
are not preferred by the users, while their usability is
below average 2858 Moreover, overloading the users’
environment with a plethora of sensors may be an

expensive task, requiring in some cases many inter-
ventions in home furniture and/or appliances, e.g.
in case of a home environment. Therefore, several
low-cost solutions tend to be based solely on one or
more cameras, detecting activities using solely the
subjects’ captured motion.

Common HAR approaches that are based on
cameras use as input some raw sensor data from
the performed activity, while their output is the
classification result, i.e. the determination of the
aforementioned activity. In between lie the process-
ing and reasoning steps. More specifically, a given
HAR approach may consist of (some of) the fol-
lowing steps: (a) raw data are pre-processed e.g. for
noise and redundancy removal; (b) within the video
sequence, temporal segmentation takes place, aiming
to extract video segments that contain exactly one
action to be recognized. Approaches that contain this
step perform “segmented” recognition; (c) feature
extraction, aiming to extract important temporal,
spatial or visual features from human motion; and
(d) dimensionality reduction to increase the quality
and to decrease the size of features.

Note that the feature extraction step requires
knowledge and expertise regarding the specific
domain of application, in order to provide features
that will be able to discriminate between activi-
ties. However, a common problem of these features
is that even though they may demonstrate satisfac-
tory performance within the given domain of appli-
cation, they may fail when applied to a similar
domain. A solution to the aforementioned problem
is omitting the feature extraction step and instead
using a classification approach that is based on
deep learning. In that case, features are not engi-
neered; they are learnt from the specific training
data. Common deep learning architectures that have
been successfully applied in the problem of HAR
are the convolutional neural networks (CNNsf#3 and
the recurrent neural networks (RNNs)20 outper-
forming the majority of traditional machine learn-
ing approaches. In case of the segmented HAR tasks,
both architectures may be applied, while in case of
continuous HAR tasks, RNNs are the most com-
mon approach. Although a vast amount of research
has been conducted on improving recognition perfor-
mance, several principal challenges, such as the rep-
resentation and the analysis of actions, still remain
unresolved.
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In the early years of HAR, the first publicly avail-
able datasets consisted of a relatively small num-
ber of very simple activities and consisted of either
still images or low-quality videos 2 For example, the
KTH dataset® was limited to a small number of
simple actions such as walking, running, hand clap-
ping, etc. Some years later, the next “generation” of
datasets targeted more “realistic” activities. More-
over, the Hollywood dataset™ contained classes such
as answer phone, get out of car, hand shake, etc.
However, this increased activity complexity was not
accompanied by an increase to the number of classes;
most datasets were still limited to approximately 10—
15 classes or less. Then, several challenging datasets
comprising a large number of more complex activi-
ties arrived. Notable examples include the UCF101
dataset™ with 101 activities, the HMDB dataset®®
with 51 categories, etc. These datasets contained
large numbers of more complex actions, including
interactions with objects such as playing cello, horse
riding, swing baseball bat, fencing, etc.

With the advent of cost-effective sensors such as
Microsoft Kinect, depth data have become widely
available. This way, several challenging human activ-
ity datasets now provide 3D multimodal raw data,
i.e. consisting of RGB video and depth information.
The latter has also allowed for the extraction of a
third modality, i.e. skeleton sequences that consist
of 3D coordinates of human joints as the subject
moves in space, over time. Moreover, it is well known
that when working with deep learning approaches,
a large-scale multi-class dataset may be the key
to effectiveness and robustness. Therefore, contem-
porary datasets provide a large number of train-
ing videos. Notable examples include PKU-MMD?%2
and NTU-RGB+DB8 datasets, which provide RGB,
depth and skeleton data, for 51 and 120 classes,
respectively. Note that the depth modality, unlike
the conventional RGB, is invariant to illumination
changes and also reliable for the estimation of body
silhouettes. Nevertheless, RGB information contains
color and texture which are significant for discrim-
inating several actions involving e.g. human—object
interactions. Different modalities offer different per-
spectives of actions, thus, intuitively, a fusion of their
complementary correlations should be meaningful.
Furthermore, the existence of skeletal information
can be very helpful for accurately capturing the
human body posture. However, in scenarios where
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the source of motion features is limited to sequence
data, the challenge of CNN-based methods is to
find efficient encoding techniques for representing
skeleton sequences, while capturing spatio-temporal
activity features.

In this paper, a novel approach for HAR that
fuses multiple modalities, incorporating RGB, depth
and visual representations of 3D skeletal informa-
tion is presented. Inspired by previous work on fusion
of different representations ™ and early experiments
using representations of 3D skeletal data that are
based on image transforms®l or on artificially cre-
ated pseudo-colored images®3 in this paper a late
fusion methodology that uses as input RGB and
depth video sequences is proposed. The former are
“summarized” into a single “dynamic” image. Both
data representations are used to create 3D skeletal
sequences of the subjects. These are then used to
create (a) four visual representations of skeletal data
upon applying well-known image transforms to the
spectral space; and (b) a pseudo-colored image rep-
resentation of skeletal data. For each of the afore-
mentioned modalities, a CNN is trained and is used
as feature extractor. Extracted features are fused,
scaled and used as input to an Support Vector
Machine (SVM) classifier. The proposed method is
evaluated on three publicly available human motion
datasets, namely, PKU-MMD dataset® SYSU 3D
Human Object Interaction (HOI) dataset®’ and
UTKinect-Action3D dataset 20

The novelties of the proposed approach are as
follows: (a) it is based on the extraction of deep fea-
tures and early fusion of different image transforms
that correspond to skeletal motion; (b) it applies a
novel viewpoint augmentation scheme prior to cre-
ate both image transforms and pseudo-colored image
representations of skeletal motion; (¢) it incorporates
dynamic images to exploit the raw RGB information
of motion; and (d) it proposes the fusion of skeletal
motion and raw RGB features using only CNNs.

This paper is arranged as follows. Section
presents recent research works closely related to the
proposed approach. Section [3 initially provides an
overview on the visual data that are used within
this work, the camera setup that has been assumed
and the data augmentation strategy that has been
adopted. Then, it describes the whole classification
methodology, i.e. the creation of image representa-
tions, network architectures, training process, data
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fusion and classification. The datasets used, the
experimental setup, evaluation and results are pre-
sented in Sec. @ Finally conclusions are drawn in
Sec. B wherein plans for future work are also pre-
sented.

2. Related Work

In this section, a brief review of recent scientific liter-
ature on HAR using deep learning is presented. Since
the problem of HAR is very wide and since the novel-
ties of this work lie in the areas of image representa-
tions of 3D skeletal data sequences and multimodal
fusion of human motion modalities, focus is given
on two major research categories, (a) methods for
extracting skeletal information by image-based rep-
resentations; and (b) approaches that utilize infor-
mation from multiple modalities.

2.1. Visual skeletal representations

When a CNN is used and the only available motion
features are skeletal data, an intermediate visual rep-
resentation of skeletal sequences is required. This
representation should capture both spatial and tem-
poral information regarding the motion of joints and
reflected to its color and/or texture properties.

Most works rely on 3D skeletal sequences, com-
prising a set of moving joints in the 3D space. Typical
simple features extracted from this motion are inter-
joint distances and orientations, either between joints
of the same or consecutive frames2834H565 Other
features include joints’ motion direction®™ and mag-
nitude 388 Several approaches also consider dura-
tion of activities®#57 A skeleton is typically treated
as a single set, though in some cases, its subsets that
correspond to body parts may be treated indepen-
dently3¥70 Many works opt to extract features from
projected 3D skeletons into the 3 2D planes 10344584
The extracted simple features may be stacked so
as to create 2D pseudo-colored images 2863 In sev-
eral cases, images are created by joints’ trajecto-
ries?0B288 o heatmaps™¥ In the following, several
recent intermediate representations of skeletal data
are briefly presented.

The “pose-transition feature to image” technique
proposed by Huynh-The et al.28 extracts inter-joint
distances and orientations within the same and con-
secutive frames and uses them to create a feature
vector per frame. All feature vectors are stacked

and their values are encoded to create an RGB
image. The same distances and orientations were also
used by Pham et al% to create “enhanced Skeleton
Posture-Motion Feature” (SPMF) while they also
used a color enhancement method, to increase con-
trast and highlight texture and edges the representa-
tion. A similar approach was presented by Ke et al. 3%
wherein body parts are represented by subsets of
joints, while distances and magnitudes are calculated
between parts instead of joints.

A similar idea was proposed by Silva et al8?
wherein, the position of the joints in the final rep-
resentation is clustered into groups and by Yang
et al™ who proposed a “tree structure skeleton
image” (TSSI), based on the idea that spatially
related joints in original skeletons have direct graph
links between them. This way, spatial correlations
between joints are better preserved. Moreover, to
aggregate more temporal dynamics to the represen-
tation, Caetano et al/® used several temporal scales.
Another approach to encode joint motion that does
not calculate joint distances is the one of Duan
et al™ who used joint heatmaps which are composed
upon posing a set of Gaussian maps centered at each
joint.

In “joint trajectory maps” (JTM) proposed by
Wang et al.B¥ skeleton data sequences are repre-
sented by three 2D images wherein motion direction
and magnitude are reflected as the hue, saturation
and brightness of the colored image. Also, different
body parts are represented by multiple color maps.
Similarly, in “joint distance maps” (JDM), proposed
by Li et al.™ three maps correspond to inter-joint
distances in the orthogonal planes, while the fourth
in the 3D space, all encoded by hue. Extending the
aforementioned works 8% 1i et 18 used both CNN
and Long Short Term Memory (LSTM) networks
to classify spatial and temporal motion properties,
while a late fusion approach was adopted. The idea of
projecting 3D joints to planes was also used in “Tem-
poral Pyramid Skeleton Motion Maps”, proposed by
Chen et al.m¥ who created hierarchical structures
using different types of joint visualization, calcula-
tion of inter-joint distances in consecutive frames and
pseudo-color coding and by Verma et al®¥ who cre-
ated skeleton intensity images, for top, front and side
views of skeletons.

The durations of activities have been incorpo-
rated in the representation of “Skepxel”, proposed
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by Liu et al50 along with the coordinate values of
joints. A group of Skepxels are generated for a sin-
gle skeleton frame while the representation is con-
structed upon concatenation of groups of Skepx-
els in a column-wise manner. Similarly, Liu et al®5
used joint coordinates, labels and the corresponding
timestamps. This 5D representation was projected
to a 2D image using labels and timestamps, and the
remaining dimensions were used as R, G, B, chan-
nels to form pseudo-colored images. A variation of
this idea was adopted in “joint skeleton spectra”,
proposed by Hou et al.28 wherein joint distribu-
tion maps are projected onto three Cartesian planes,
reflecting the temporal variations of joints to hue val-
ues. The idea of changing colors of joints as time is
passing was proposed by Tasnim et alBZ and was
used to create spatio-temporal images.

Although most of the aforementioned approaches
demonstrate more than satisfactory performance in
ideal conditions, they do not deal with two main
problems that occur in real-life situations, i.e. view-
point changes and occlusion. In this work, we deal
with the first problem and propose a data augmen-
tation technique, applied in skeletal data.

2.2. Multimodal fusion methods

Moreover, several approaches dealing with the fusion
of more than one data modalities have been pro-
posed. A notable early work is the one of Simonyan
and Zisserman™ who trained a CNN for capturing
spatial features from raw video frames and another
for capturing motion features from dense optical
flow. A late fusion approach was adopted, using an
SVM. Another early work is the one of Chaaraoui
et al.B who combined body pose estimation and 2D
shapes, to obtain skeletal and silhouette-based fea-
tures, which were then combined by early fusion.
The majority of more recent works is based on
the use of both RGB and depth data S35EI86 Other
modalities that have been used as input in multi-
modal fusion approaches are thermal data.23 inertial
measurements 15922 audio data®® and RFID data 7
In those works, each data modality is independently
processed, in order to extract features. In many
cases, features are handcrafted ™ yet in the major-
ity of works, deep features are extracted, aiming to
capture SpatizﬂZEI and/or temporafﬂ properties of
human motion. To this goal, most approaches rely

A Multimodal Fusion Approach for HAR

only in CNN architecturesSS¥547I8G that are trained
as feature extractors and aim to extract features from
either from raw video frames or from intermediate
2D feature representations. Although deep features
have almost completely dominated the research area
of HAR, it has been shown that handcrafted features
may capture complementary motion properties, thus,
their fusion may boost performance 32

In several cases, especially when dealing with
small datasets, pre-trained networks in the same or
in a similar domain or dataset® or transfer learning
approaches™ are used. More recent works may addi-
tionally use LSTM networks so as to extract tempo-
ral features 23294706 while in few cases only LSTM
networks are used ™

Typically, fusion is implemented as concatenation
of these feature vectors (i.e. early fusion) and recogni-
tion involves a traditional machine learning classifier,
such as a support vector machine T#%IBG o 5 clus-
tering approach such as k-means 13 Yet, late fusion,
i.e. fusion of classifier decisions is also used 6371

However, the majority of works relies on a single
representation per data modality. Specifically, it has
not been investigated whether different representa-
tions of skeletal joint motion may carry complemen-
tary information, thus their fusion could provide a
performance boost on recognition approaches. More-
over, raw RGB data are often ignored or used only
for skeleton extraction, yet, in this work we demon-
strate that they may significantly assist recognition
in several cases.

3. Proposed Methodology

In this section, the proposed methodology for HAR
is presented. In brief, it is based on the fusion of raw
RGB and 3D skeletal motion data sequences. The
former are used to create a condensed representation
of the activity, consisting a single image. The latter
are used to create four representations of the spec-
tral content of the skeletal motion, which are based
on well-known image transforms and also a pseudo-
colored representation of skeletal motion. Each image
is then fed to an appropriately trained CNN. The sec-
ond from the end dense layer of each network is used
as a feature vector. All feature vectors are then con-
catenated and upon applying principal component
analysis (PCA), are classified using a support vector
machine. A visual overview of the proposed approach
is illustrated in Fig. [0
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Fig. 1. A visual overview of the proposed approach.

01: Head 14: HandTipLeft
02: Neck 15: HandTipRight
03: SpineShoulder 16: SpineMid
04: ShoulderLeft 17: SpineBase
05: ShoulderRight 18: HipLeft

06: ElbowLeft 19: HipRight
07: ElbowRight 20: KneelLeft
08: WristLeft 21: KneeRight
09: WristRight 22: AnkleLeft
10: ThumbLeft 23: AnkleRight
11: ThumbRight 24: FootlLeft
12: HandLeft 25: FootRight

13: HandRight

Fig. 2. The 25 skeletal joints extracted by Microsoft
Kinect v2.

3.1. Visual data

The proposed approach relies on visual data modali-
ties derived from the 3D motion of humans, since in
typical 3D HAR problems, subjects perform actions
in space and over time. Herein, both raw RGB
video and 3D motion of human skeletons are con-
sidered. The latter are represented as structured sets
of 3D skeleton joints moving in space. More specifi-
cally, in the context of this work, RGB and skeleton
data that have been captured using the Microsoft
Kinect RGB/depth camera® are used. Within cap-
tured sequences, a human skeleton comprises 25 3D
joints, which are organized as a graph; each node
corresponds to a body part such as hands, feet,
head, neck, etc., while edges follow the body struc-
ture, connecting pairs of joints. In Fig. @ a skele-
ton extracted using the Kinect camera is illustrated.
For the sake of explanation, a visual example of an

®https: //developer.microsoft.com/en-us/windows/
kinect.

activity is illustrated in Fig. Bl Note that the pro-
posed approach is not tied to the use of the Kinect
v2 camera. The only requirement is to have as input
both video sequences and 3D skeleton sequences. In
case of 2D skeleton sequences, such as the ones pro-
vided by e.g. PoseNet2 OpenPosé? or Movenet” a
performance drop should be expected.

3.2. Camera setup and data
augmentation

Generally speaking, data augmentation is a process
that aims to expand the size and/or the diversity of
some data set. This is typically achieved upon creat-
ing “artificial” data samples, which however are quite
similar to the original sample, yet not identical to
any of them. In the context of computer vision prob-
lems, usually data are images, thus data augmenta-
tion aims to construct synthetic images, based on
the properties and limitations of the given problem.
Data augmentation approaches in HAR problems
have employed local averaging and sampling ™ trans-
formations such as rotation, scaling, jittering, etc?
and data warping3 Little work has been demon-
strated when working with skeletal data. In that
case, augmentation approaches include direct appli-
cation of geometric transformations® or RNNs?2 in
raw skeletal sequences.

In previous works 82 the effect of data augmen-
tation to the classification performance of a HAR
methodology has been assessed. We showed that
incorporating artificially rotated skeletons to the

Phttps: //blog.tensorflow.org/2021/05 /next-generation-
pose-detection-with-movenet-and-tensorflowjs.html.
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Fig. 3. A sequence of an actor performing the activity handwaving. Extracted human skeleton 3D joints using the Kinect
SDK have been overlaid. Frames have been taken from the PKU-MMD dataset® and have been trimmed for illustration

purposes.

training dataset may significantly assist to boost the
accuracy of deep approaches in multi-camera setups.
Note that due to the way image representations of
skeletal data are constructed in the context of this
work, popular data augmentation strategies such as
rotations and random crops may not be applied; such
methods could severely affect the spectral properties
of activity images, by removing or distorting impor-
tant information. Thus, rotation of activity samples
of skeletal motion upon geometric processing them
which led to the creation of artificial, valid examples
has been instead adopted.

Therefore, the aforementioned augmentation
methodology®? has been incorporated to the training
process of this work. In brief, given a camera setup
composed by three cameras, capturing the subject
under different viewpoints and assuming that they
are all placed at the same distance to the subject
(i.e. at the perimeter of an imaginary circle), a given
camera may be “aligned” to any of the remaining two
upon imposing a simple rotation transformation. Let
0 the desired rotation angle. Then, the corresponding
transformation R, is given by&3

cos @ 0 sinf
Ry(g) = 0 1 0 ’ (1)

—sind 0 cos@

where in that case y denotes the axis of the rotation.

Within the considered 3-camera setup, one cam-
era is directly facing the subject, while the remain-
ing two are placed on its left and right, at angles 6,
and fg, respectively, as illustrated in Fig. @ There-
fore, given a training sample, artificial samples are
created upon rotating the skeleton by an angle 6,
about the y-axis, complying to the Cartesian 3D
coordinate system used by the Kinect camera. Specif-
ically, for a given sample a rotation transformation
is applied with 6 € {—90°, —45° +45° +90°}. An
example of the data augmentation process is illus-
trated in Fig. Bl wherein a skeleton corresponding to

A
]
i
1
1
I
I
1
I
I
1
1

Camera #1 Camera #3
(Left) S~a -7 (Right)

Camera #2
(Middle)

Fig. 4. The 3-camera setup used in this work. Camera
#2 is directly facing the subject while she/he is perform-
ing an activity. Cameras #1 and #3 have been placed on
an imaginary circle, forming angles equal to 07, and 0y,
respectively, with Camera #2.

(a) (b) () (d) (e)

Fig. 5. Example of rotated skeletons that have been
used for data augmentation. A skeleton rotated by angle
0: (a) 8 = 90°%; (b) 6 = 45°%; (c) 6 = 0°; (d) 6 = —45°
and (e) # = —90°. The original skeleton is denoted by
0 = 0°, while the other four skeletons are the augmented
samples. For illustrative purposes, depth information, i.e.
z-coordinate has been discarded.

a video frame of an activity example of class hand
waving is illustrated along with four artificial ones,
that have been created using the aforementioned
process.
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3.3. Signal images

Inspired by the work of Jiang and Yin®! who worked
using raw sensor measurements from inertial sensors,
as a first step “signal” images are created, by con-
catenating the signals that are produced by skele-
tal motion. Specifically, the motion of each skeletal
joint in the 3D space, over time is treated as three
independent 1D signals. Each of them corresponds
to a coordinate. Therefore, for a given joint j, let
Sjz(n),Sjy(n),S;-(n) denote the 3 1D signals that
correspond to its 3D motion and for the coordinates
x, vy, z, respectively. Thus, in the signal image, S, »(n)
corresponds to row 3 x j—2. Accordingly, S; ,(n) and
S; »(n) correspond to rows 3 x j — 1 and row 3 X j.
This way, the signal image S for a given activity and
for N joints, is created upon concatenation of the
3 x N signals, thus its dimension is 3 x N x T, where
T, is the duration of this activity. However, in real
problems, since different subjects may perform the
same activity with different duration and also dif-
ferent activities require different duration, it should
be obvious that T, is variable. In order to address
the problem of temporal variability between subjects
and between activities, so as to allow for signal con-
catenation, as discussed, a linear interpolation step
is imposed. This way the length of all activities T,
is fixed. Note that in order to set value of T, the
process begins with the selection of a value close to
the mean of all activities, yet the exact value that
is finally used is chosen upon experimentation and
fine-tuning. Thus, in the context of this work, the
length is set to T, = 159. Moreover, given N = 25,
the dimension of S is equal to 75 x 159. An example
signal image is illustrated in Fig. [

Fig. 6. The signal image that is created as a first step
for the representation of skeleton data, using the method-
ology described in Sec. This example corresponds to
the activity handwaving, depicted in Fig. Bl

3.4. Activity images

Let S denote a signal image with dimensions W X
H and S, the pixel at coordinates (m,n). From
each signal image an “activity” image A is created.
This may be done by applying one of the following
image transforms™30 on a given signal image S: (a)
the 2D Discrete Fourier Transform (DFT), which is
defined as

w-—1
A(u,v) = Z
=0 vy

— j2n(ux/W +vy/H), (2)

where z € [0,W — 1],y € [0,H — 1],u € [0,W —
1],v € [0, H — 1]; (b) the 2D Fast Fourier Transform
(FFT), which is a fast implementation of DFT; (c)
the 2D Discrete Cosine Transform (DCT), which is
defined as

Mm

—1
S(z,y)e
0

W-1H-1

A(u,v) = aya, Z Z S(z,y)

z=0 y=0

" 72m+Du  w(2n+1)v
€08 g €08 ,

(3)

where x € [0, W—1],y € [0, H—1],u € [0,IW—1],v €
[0, H — 1] and also

1
—, u=0,
VW
ay = (4)
2
and
1 0
T v=2V,
VH
a, = : (5)

—

d) the 2D DST, which is defined as

W—-1H-1

A(u,0) = avay Y > S(z,y)

=0 y=0

. m(2m+1)(u+1)
X <sm ST
m(2n+1)(v+1)
Dty
where z € [0,WW—1],y € [0,H—-1],u € [0,W—1],v €
[0, H — 1] and a,, a, are given by Eqs. @) and (&),

X sin
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(a) (b) (c) (d)

Fig. 7. Activity images resulting upon (a) DFT; (b)
FFT; (c) DCT; (d) DST; from the signal image of Fig.
and for the activity handwaving. Note that DFT and
FFT images have been processed with log transformation
for visualization purposes. Figure best viewed in color.

respectively. Note that from each transform only the
magnitude is preserved, while the phase is discarded.
Also, note that DST and DCT are further processed
by normalizing using the orthonorm. Obviously, in
all cases the result is a 2D image, with the same
dimension as the signal image S. Moreover, although
FFT is a fast implementation of DFT, as it has been
mentioned, it was amongst the goals of this work to
assess if, due to the expected differentiation between
them, any differences in performance would show in
practice. In Fig. [ the four corresponding activity
images, created upon applying the aforementioned
transforms on the signal image S of Fig. [f] are illus-
trated.

3.5. Pseudo-colored image
representation of skeletal data

As it has already been mentioned in Sec. [2] another
approach to use the 3D skeletal information as
input to a CNN, is to create image representa-
tions of skeletal data. However, when creating such
representations, one should consider capturing and
preserving spatio-temporal properties of skeleton
trajectories, so that the resulting representations
could be able to discriminate among different activi-
ties. Moreover, they should also comply to the graph
structure skeleton representation. In the context of
this work, the representation initially presented in
previous work® and whose early results indicated
that it could be successfully applied to the problem
of HAR is adopted.

Specifically, this representation aims to cap-
ture inter-joint distances as they vary through the
duration activity. These are then used to create

A Multimodal Fusion Approach for HAR

pseudo-colors within an artificial RGB image. Note
that it is based on the 3D trajectories of skeletal
joints. Let 2(n), y(n) and z(n) denote the sequences
of coordinates of each of the N available joints, at
the nth frame F,, of the video sequence depicting
the activity. Through the duration of any activity,
a set of 3 x N signals is collected for a given video
sequence. To address the problem of temporal vari-
ability between actions and between users, as it has
been described in Sec.[3:3] a linear interpolation step
in the exact same way as in the case of signal images
is imposed. Then, from each of the aforementioned
sequences difference between consecutive frames is
calculated. To create pseudo-colored images, x, y, z
coordinates are assigned to R, G, B color channels of
the pseudo-colored image, respectively.

Particularly, the process of creating a pseudo-
colored image I is as follows: Let z;(n),i =1,...,N
denote the z-position of the ith joint in the nth
frame. Let 7, g, b denote the red, green and blue chan-
nel of I, respectively. Pixel values of r(i,n), g(i,n),
b(i,n) are calculated as

r(i,n) = z;(n+ 1) — z;(n),
g(i,n) =yi(n+1) —yi(n), (7)
b(i,n) = zi(n+ 1) — z;(n),

where n = 1,...,7, and i« = 1,...,N. As it
is exhibited, the way these pseudo-colored images
are formed, leads to preserving both the temporal
and the spatial properties of the skeleton trajecto-
ries. Obviously, the dimension of the pseudo-colored
image is N x T, x 3, which in our case is 25 x 159 x 3.
In Fig. B a pseudo-colored image that corresponds
to the activity depicted in Fig. [Blis illustrated.

3.6. Dynamic images for activity
representation

A dynamic image is a typical RGB image, which
by construction aims to summarize the appearance

and dynamics of a given video sequence Specifi-
cally, the idea that lies behind dynamic imaged®

Fig. 8. The pseudo-colored image for the activity hand-
waving that is illustrated in Fig.
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is known as “rank pooling” and aims to represent
a video sequence as a ranking function S(e) of its
frames Fi,...,Fr,. By using S(e) a feature vector
Y(F;) from each frame F; is extracted. Let V,, =
%2221 ¥ (F,) denote the time average of the afore-
mentioned features ranging from Fj to F),. The rank-
ing function associates each moment n with a score
S(n), given a parameter set d and assigning larger
scores to later frames. Scores are learned by solving
a convex optimization problem which defines a func-
tion p(e) mapping a given video sequence comprising
T frames to a vector d*, used as feature descriptor.
Using the RankSVM formulation™ d* may be esti-
mated as follows:

d” = p(Fr,..., Foy ) = argmin 5(d),  (8)
where
A 2
E@) = 2|d|? + =
(d) = glidl”+ T(T — 1)

max
x5 {0,1- S(g|d) + S(t| )} (9)
g>t

Although (e) may be any feature extractor,
Bilen et al® opted for simply using raw RGB pixel
values and reported remarkable results. However, the
most important aspects of such an approach are (a)
d* may be interpreted as an RGB image as it has the
exact same number of elements; and (b) this image
is obtained by rank pooling, thus it may be regarded
as a summary of the whole video sequence. Note that
the pixels in the produced dynamic images tend to
focus on salient information rather than the back-
ground; this is considered the reason for them being
appropriate for the problem of HAR, wherein typi-
cally the background is static and a subject consists
a nonstatic part within the video sequence. This is
clearly depicted in Fig.[@where a dynamic image that
corresponds to the activity of Fig. Blis illustrated. In
this image, it is clear that information regarding the
background has been discarded, while emphasis has

been given to the subject and her moving arm.

3.7. Multimodal fusion and
classtfication

The architecture of the CNN that has been used
throughout our experiments with DFT, FFT, DCT
and DST images has been experimentally defined
and has been initially used in previous work 5 while

Fig. 9. The dynamic image for the activity handwaving
that is illustrated in Fig.

it is illustrated in detail in Fig. [0((a). It consists of
three convolutional layers with 32, 64 and 128 ker-
nels of size 3 x 3. Each is followed by a pooling layer
using “max-pooling” to perform 2 x 2 subsampling.
A flatten layer transforms the output image to a
vector, used as input to a dense layer of size 128,
using dropout™ and a second dense layer produces
the output of the network. In case of the pseudo-
colored image representations, the CNN architecture
was based on the aforementioned one and has been
experimentally modified to better fit this representa-
tion. It is illustrated in detail in Fig.[I0(b). It consists
of a convolutional layer with 16 kernels of size 3 x 3,
followed by a pooling layer. Then, two convolutional
layers with 32 kernels of size 3 x 3 and a pooling
layer follow, succeeded by a convolutional layer with
64 kernels of size 3 x 3 followed by a pooling layer.
Each pooling layer uses “max-pooling” to perform
2x 2 subsampling. Then, once again a flatten and two
dense layers follow as in the aforementioned network.

Finally, in case of dynamic images, the CNN
architecture that was adopted is based on the well-
known VGG167 and is illustrated in detail in
Fig. M0c). First, two convolutional layers filter the
input image with 64 kernels of size 3 x 3. A pooling
layer follows. Then, two convolutional layers filter the
input image with 128 of size 3x 3, followed by another
pooling layer. Then three convolutional layers filter
the resulting image with 256 kernels of size 3 x 3
and are again followed by a pooling layer. Then, two
triplets convolutional layer follow, filtering the result-
ing image with 512 kernels of size 3 x 3, each followed
by a pooling layer. Then, a flatten layer transforms
the output image of size 7 x 7 of the fifth pooling into
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Fig. 10. The three deep convolutional network architectures that have been used in this work and for the cases of (a)
DFT, FFT, DCT, DST activity images; (b) pseudo-colored images; and (c) dynamic images.

a vector, with is then used as input to a dense layer of
size 256 using dropout. Finally, a second dense layer
produces the output of the network. All pooling lay-
ers use “max-pooling” to perform 2 x 2 subsampling.

Note that the second dense layer is omitted when
the CNN is used for feature extraction. Also, the first
and the second convolutional networks are trained
using the available dataset, while the third convolu-
tional network is pre-trained with ImageNet 3 The
convolutional layers are “freezed” and training of the
dense layers using the dynamic images continues.

Therefore, upon using the aforementioned net-
works as feature extractors, a feature vector per rep-
resentation is formed. The early fusion step of this
work consists of concatenation of these six feature
vectors. This way, a combined representation of size
896 has been created. Upon scaling and PCA, only
the components that correspond to 95% of total
variance are kept, resulting to a feature vector of
size approximately 350, which was fed to the SVM.
Note that due the way PCA works, the size depends
on the dataset, therefore, as expected it varies, per
experiment. Finally, for classification, an SVM with
an RBF kernel has been used.

4. Experiments and Results

4.1. Datasets

In order to experimentally evaluate the proposed
multimodal HAR approach, a large-scale, public and
open benchmark datasets, namely, PKU-MMD?52
has been selected. It focuses on human activity
understanding and it contains approximately 20K
action instances from 51 activity categories, span-
ning into 5.4 M video frames and performed by 66
human subjects. A multi-camera setup has been
used throughout the recording sessions. More specif-
ically, data from 3 Microsoft Kinect v2 cameras have
been collected and the following visual data modal-
ities are provided: (a) raw RGB video sequences,
each depicting one or more actors while perform-
ing an action/interaction under a given viewpoint;
(b) depth sequences, that is, the z-dimension cor-
responding to the scene depth at each pixel of an
RGB sequence; (¢) infrared radiation sequences, that
is, modulated infrared light captured simultaneously
to the RGB sequences; and (d) positions in the 3D
space of the extracted human skeleton joints, varying
over time.
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Recordings from three camera views are avail-
able; each activity was simultaneously captured by
all cameras. All subjects were asked to perform activ-
ities within a pre-determined area, in order to have
an as fixed as possible distance to all cameras. Also,
they were asked to face directly one of the cameras;
i.e. each activity sample was recorded under three
viewpoints. Throughout the experimental evaluation
and as we have already illustrated in Fig. [ the fol-
lowing naming convention for each camera (i.e. for
each viewpoint) will be used: L (left), M (middle)
and R (right). As illustrated in Fig. @ the following
fixed angles are used for their positioning: 87 = —45°
and Or = +45°. Also, the cameras have been placed
on the same height level, which remained fixed and
equal to 120cm for all activities, Moreover, since
videos contain several sequential actions, inter-video
temporal boundaries are available. The number of
recordings (examples) is 6918, 6928 and 6934 for
viewpoints L, R and M, respectively. Finally, in all
examples, all skeleton joints are visible, no matter
the viewpoint.

Moreover, in order to further evaluate our
approach, 2 small-scale, single-camera human activ-
ity datasets are also used. The second dataset,
namely, SYSU 3D HOI2Z also consists of 3D human
motion. However, contrary to PKU-MMD, which
contained several types of activities, SYSU 3D HOI
focuses on interactions between humans and objects.
It is not as large as PKU-MMD, yet it consists of 480
activity instances from 12 different activities which
involve interaction of 40 subjects with one of the fol-
lowing objects: phone, chair, bag, wallet, mop and
besom. For each activity, RGB, depth and 3D skele-
ton data are available. Note that there are several
activities which appear highly similar, e.g. mopping
and sweeping. The third and final dataset, namely,
UTKinect-Action3D dataset? consists of 10 simple
activities that have been performed by 10 subjects.
Each subject performs all activities twice, thus 200
activity instances are provided. As in SYSU 3D HOI,
for each activity, RGB, depth and 3D skeleton data
are available.

4.2. FExperimental setup and
implementation details

Experiments were performed on a personal worksta-
tion with an AMD Ryzen™ 5 1600 6-core proces-
sor on 3.20 GHz and 16GB RAM, using NVIDIA™

Geforce GTX 1060 GPU with 6 GB GDDR5 VRAM
and Ubuntu 20.04 (64 bit). The deep architecture
has been implemented in Python, using Keras 2.4.3M
with the Tensorflow 2.57 backend. All data pre-
processing and processing steps have been imple-
mented in Python 3.9 using NumPy,® SciPy? and
OpenCV.¢ For training the CNN, the ReLU acti-
vation function has been used. Moreover, the batch
size has been to 8 and the Adam/SGD optimizers
(Adam in skeleton models, SGD in Dynamic model)
has been used. Also, the dropout was set to 0.5, the
learning rate was set to 0.001 and the network was
trained for 150 epochs, using the loss of the validation
set calculated via cross-entropy as an early stopping
method, in order to avert overfitting. The parame-
ters of the SVM were C' = 100 and v = 0.001 and
have been selected upon grid search.

The four CNNs that are used to extract features
from the DFT, FFT, DCT and DCT images comprise
2,164, 339 trainable parameters; training in case of
the most demanding PKU-MMD dataset requires on
average approximately 35min., while extraction of
features requires approximately 0.002s. The CNN
that is used to extract features from the pseudo-
colored images comprises 170,611 trainable parame-
ters; training in case of the most demanding PKU-
MMD dataset requires on average approximately
25 min., while extraction of features requires approx-
imately 0.001s. The VGG16 network that is used to
extract features from the dynamic images comprises
21,150,579 trainable parameters; training in case of
the most demanding PKU-MMD dataset requires on
average approximately 50min., while extraction of
features requires approximately 0.004s. Finally, the
SVM that is used for classification requires approxi-
mately 420 s for training and approximately 0.008s
for classification of a given fused feature vector. Note
that the aforementioned times may vary in every rep-
etition of the experiment due to the early stopping.

4.3. FEwaluation protocol

In case of PKU-MMD, experiments are divided into
three parts: (a) Single-view experiments, wherein
the same camera viewpoint has been used to create
both training and testing sets (e.g. L viewpoint was

“https: //numpy.org/.

dhttps: //scipy.org/.
“https: //opencv.org/.
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used for both training/testing); (b) Cross-view exper-
iments, wherein different camera viewpoints were
used for training and testing. Note that up to two
viewpoints may be used for training (e.g. L or L
and R for training, M for testing); (¢) Cross-subject
experiments: subjects were split in training and test-
ing groups, i.e. each one was a member of exactly one
of these groups. The goal of the single-view exper-
iments is to test the performance of the approach
wherein only one camera is available, while the sub-
ject faces this camera. Since in real-life situations
this is not always possible, cross-view experiments
aim to evaluate the performance wherein the camera
does not face the subject directly. This is typically
occurring e.g. in ambient assistive living environ-
ments. Finally, the goal of cross-subject experiments
is to test the robustness of our approach into intra-
class variations, i.e. when training and testing sets
have been created using different subjects. This is
also expected to occur during a real-life application,
wherein a system has been trained e.g. in a labora-
tory or using public datasets and is deployed into
a real environment with previously unseen subjects.
For each case, the accuracy achieved is measured.
In case of PKU-MMD single-view and cross-
subject experiments, 87.5% of data have been used
for training, while the remaining 12.5% for testing.
In the former case, the dataset was randomly split,
while in the latter case, the split that has been

Table 1.

A Multimodal Fusion Approach for HAR

imposed by the authors of the dataset has been used.
Moreover, in case of cross-subject experiments, in all
cases all available data from a given viewpoint were
used. In case of SYSU 3D HOI, the authors define
a typical protocol (setting 1), wherein 50% of sam-
ples are used for training and 50% for testing and
a cross-subject protocol (setting 2), wherein 50% of
subjects are used for training and 50% for testing,
without any overlap. Finally, the evaluation proto-
col of UTKinect-Action3D dataset is much simpler,
wherein a leave one sequence out cross validation is
indicated.

4.4. Results and discussion

Table[I] summarizes the results achieved for the clas-
sification of the 51 activities from the PKU-MMD
dataset. More specifically, it summarizes results in
terms of accuracy scores that has been achieved for
the following cases of input data: (a) DFT; (b) FFT;
(¢) DCT; (d) DST; (e) pseudo-colored images (PCI);
(f) dynamic images (Dyn.); (g) all transformations
(i.e. cases a—d); (h) all transformations and pseudo-
colored images; and (i) all available inputs. It is
evident that in cross-view setup, best accuracy is
achieved when using all image transformations, fused
with the pseudo-colored images. On the other hand,
in cross-subject and single-view setups, all available
representations are necessary in order to achieve
best accuracy. Notably, and contrary to previous

Experimental results for PKU-MMD dataset. Numbers denote accuracy. Bold numbers indi-

cate best result, per case. “PCI” denotes pseudo-colored images, “Dyn.” denotes dynamic images,
“Tr.” denotes image transformations (i.e. DFT, FFT, DCT and DST). CV, CS, SV denote cross-view,
cross-subject and single-view cases, respectively.

Viewpoint DFT FFT DCT DST PCI Dyn. Tr. Tr.+PCI Al
Experiment Train  Test Acc. Acc. Acc. Acc. Acc. Acc. Acc. Acc. Acc.
CV LR M 0.75 0.76 0.85 0.84 0.80 0.59 0.92 0.98 0.98
LM R 0.70 069 0.70 0.79 0.75 0.50 0.86 0.95 0.94
RM L 0.68 069 0.78 0.62 0.74 0.51 0.86 0.95 0.94
M L 064 0.63 068 074 059 047 0.85 0.94 0.92
M R 0.63 062 0.76 0.64 0.60 0.50 0.85 0.93 0.92
R L 0.58 058 0.66 046 059 0.28 0.78 0.90 0.87
R M 0.67 0.65 0.78 066 0.70 0.39 0.87 0.95 0.94
L R 0.58 059 040 0.64 055 030 0.74 0.89 0.86
L M 0.66 0.66 0.67 0.73 0.67 0.47 0.86 0.95 0.93
CS LRM LRM 0,70 069 079 079 076 080 0.85 0.92 0.96
SV L L 0.62 060 0.75 0.72 0.63 0.78 0.83 0.91 0.95
R R 0.62 061 0.75 0.72 0.63 0.80 0.82 0.92 0.97
M M 0.65 066 0.79 0.75 0.66 0.86 0.85 0.93 0.97
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works that used only a single representation of skele-
tal data %85 it is herein demonstrated that even
when the viewpoint used for training differs signif-
icantly from the one used for testing, the proposed
fusion approach is able to demonstrate comparable
performance to all other cases. In those cases, i.e.
R-L and L-R, achieved accuracies were 0.90 and
0.89, respectively, which were slightly lower than
other cases, indicating the lack of performance gap
as in previous works. In less challenging cross-view
cases, performance ranged between 0.93 and 0.98. As
expected from previous works, high accuracy values
are achieved both in single-view (i.e. 0.95-0.97) and
cross-view (i.e. 0.96) cases.

Moreover, it should be clear that fusion of sev-
eral representations is able to significantly boost
the performance. For example, in cross-subject case,
the achieved accuracy using a single representation
ranged between 0.70 and 0.80, while fusion allowed
for an increase of 20%. Also, note that while dynamic
images exhibit poor performance in cross-view cases,
thus are unable to boost performance when fused
with other modalities, they exhibit strong perfor-
mance in single-view and cross-subject cases, which
is the best per means of a single representations.
Unsurprisingly, in those case they are able to pro-
vide a strong performance boost. This was expected
due to the fact that the data augmentation approach
has been used (Sec.[32) only in cases of image trans-
formations and pseudo-colored images. Furthermore,

another reason for this, is the loss of visual informa-
tion in case of viewpoint changes; in the PKU-MMD
dataset skeletons always comprise 25 joints. It should
also be emphasized that as demonstrated in Table[I]
the fusion of all transforms leads to improved accu-
racy compared to the cases of using a single one,
meaning that the information extracted is comple-
mentary.

For the sake of comparison using the PKU-MMD
dataset five state-of-the-art works, which to the best
of our knowledge exhibit highest performances in the
PKU-MMD dataset have been used. More specifi-
cally, the experimental results of this work are com-
pared to the ones of Li et al. 20 Li et al. B Li et al%9
and also to the more recent works of Guo et al?Z and
Sun et al™

Comparative results are depicted in Tablel Note
that in this comparison we used mAP@50 instead of
accuracy. The authors of PKU-MMD propose the use
of the following two tasks: (a) cross-subject, which
is the same task as the one that we have already
demonstrated; and (b) cross-view, wherein the case
that is considered is the one that L and R viewpoints
are used for training, while M is used for testing
purposes. As it may be seen in Table @ the pro-
posed approach demonstrated improved performance
in the cross-view case, while it shows inferior perfor-
mance, yet comparable, to the results of Li et al4Y
which reported best results in the cross-subject
case.

Table 2. Comparison of the proposed approach to state-of-the-art research works using
PKU-MMD dataset. Numbers indicate mAP (%). Bold indicate best results per task. CV, CS
denote cross-view and cross-subject cases, respectively.

Methodology

Experiment Proposed Li et % Liet al™ Liet al™  Guo et al®?2  Sun et at™@

cv 95.1 94.4
CS 92.1 92.9

93.7 — 94.6
90.4 87.8 93.2

Table 3. Comparison of the proposed approach to state-of-the-art research works using SYSU 3D HOI
dataset. Numbers indicate accuracy (%). Bold indicate best results per task.

Methodology
Experiment Proposed Zhang et alB Zhang et al92 Zhang et al® Ke et ¥ Hu et al20
Setting 1 87.3 86.9 85.7 — 79.6
Setting 2 88.7 86.5 85.7 83.3 84.9
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Table 4. Comparison of the proposed approach to state-of-the-art research works using UT-Kinect Action3D dataset.

Numbers indicate accuracy (%).

Methodology

Proposed Paoletti et al% Koniusz et al®T Gao et alT0 Tang et al® Kao et al®3 Avola et al® Zhang et al%3

99.6 99.5 99.2 98.5

98.5 96.0 95.7 95.6

In case of the SYSU 3D HOI dataset, we
compared our work with five state-of-the-art works
which exhibit strong performance in both settings,
namely, to the ones of Zhang et al.®® Zhang et al. 2
Zhang et al.73 Ke et alB5 and Hu et al?0 Compara-
tive results are depicted in Table [3] where it may be
seen that the proposed approach demonstrated best
performance in both settings of the dataset. More-
over, in case of the UTKinect-Action3D dataset, we
compared our work with seven state-of-the-art works
which exhibit strong performance, namely, to the
ones of Paoletti et al. 5% Koniusz et al. 37 Gao et al. T2
Tang et al. B Kao et al. 23 Avola et al™® and Zhang
et al® Comparative results are depicted in Table @]
where it may be seen that the proposed approach
demonstrated best performance.

5. Conclusions and Future Work

In this paper, a multimodal fusion approach which
targeted the problem of HAR from video data was
proposed. Specifically, it was based on moving RGB
and skeletal data, both captured by a depth cam-
era. These modalities were used to create (a) 4 2D
image representations, which were based on popu-
lar spectral transformations, i.e. the DFT, the FFT,
the DCT and the DST; (b) a pseudo-colored image
which is formed in order to capture inter-joint dif-
ferences over time; and (¢) a dynamic image which
is used to provide a single-frame visual “summary”
of a video sequence. Experiments have been mainly
performed using a dataset of human motion activi-
ties, which was recorded with a multi-camera setup
and conducted a three-fold evaluation, i.e. a single-
view case where the same viewpoint was used for
training/testing, a cross-view case where different
viewpoints were used for training/testing and cross-
subject case, where different subjects were used for
training/testing.

Additional experiments were performed using
two smaller-scale single camera datasets. A CNN was

trained for each case, which then was used for fea-
ture extraction. Thus, in order to classify a given
activity sequence, all the aforementioned 2D images
were first extracted and then the 6 CNNs were used
so as to extract features. The latter were fused and
fed into a support vector machine for classification.
The experimental evaluation indicated that the pro-
posed approach may be successfully used for HAR
in all the aforementioned cases. Moreover, it has
been shown that the fusion of all representations is
able to boost performance in the cross-subject and
single-view cases, however in case of cross-view the
dynamic images are not necessary, since they cause
a small, yet significant drop of performance. Also,
upon comparison of our approach with state-of-the-
art approaches, superior performance in the cross-
view case and comparable performance in the cross-
subject case have been demonstrated.

We believe that the main advantage of this work
is that it is not tied to a single modality. Instead it
may be used with more than one modalities. Depend-
ing on the available hardware, different types of cam-
eras may be used, while the extraction of skeletal
data may be performed with any available method-
ology, although it is preferred to use 3D skeletal
data. Also, a different deep network is used for
feature extraction for each representation, allowing
for faster training and extraction times. As demon-
strated, the approach could be also used with single-
camera datasets, without any modification, apart
from training data and with RGB datasets (i.e.
without depth information), although some perfor-
mance loss is expected. The main limitation is the
need for a multi-camera setup, in case of cross-view
experiments. Also, as the majority of contemporary
research works, it does not deal with spatial and/or
temporal occlusion. However, as it will be later dis-
cussed, this could be a possible future research direc-
tion.

Plans for future work include investigation on
methods for creating the signal image, possibly with
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the use of other types of sensor measurements such as
wearable accelerometers, gyroscopes, etc. and evalu-
ation of the proposed approach on several other pub-
lic datasets, and for other types of activities. Within
this process, a temporal augmentation approach@
applied on skeletal data could replace the interpo-
lation step herein used. Moreover, a further con-
tinuation of this work could involve other types of
image representations of signals such as recurrence
plots 5 which have been successfully used with deep
CNNs for classification of time-series24 deep archi-
tectures, such as LSTMs and hybrid CNN-LSTM
networks, or techniques that work with sequences,
such as seq2sed® or time-series such as multivariate
CNNs/53

Since handcrafted features have been shown to
boost recognition performance of deep approaches 3%
it would be interesting to experiment with other
methodologies for feature extraction that are based
on the geometry and the motion of skeletons325
Also, the use of modern classifiers could be inves-
tigated for classification. For example, instead of
using an SVM, other possible research directions
could include experiments with approaches such as
Neural Dynamic Classification8® Dynamic Ensem-
ble Learning? and Finite Element Machine for fast
learning 54

Other aspects of HAR should be also investi-
gated, such as dealing with incomplete data due
to e.g. partial spatial or temporal occlusion. It is
our belief that occlusion is one of the main factors
that should be investigated in the continuation of
our work. Due to the absence of datasets that con-
tain occluded samples, a possible approach would be
to artificially remove structured sets of joints, i.e.
corresponding to body parts and apply our already
trained models to assess the effect of occlusion 18
Furthermore, a possible approach to deal with occlu-
sion may be the use of regression on skeletal joints =8
It is among our immediate goals to perform an eval-
uation into a real-like or even real-life assistive liv-
ing environment. Therein and for privacy preserva-
tion issues, pose estimation approaches that do not
depend on cameras may applied. A possible approach
could be based on the use of Wi-Fi signals® since Wi-
Fi routers are typically encountered within any home
environment. Finally another possible research direc-
tion would be to extend our approach to 3D data for
real-world engineering cases 5051

Acknowledgment

This research was funded by the European Union
and Greece (Partnership Agreement for the Devel-
opment Framework 2014-2020) under the Regional
Operational Programme Ionian Islands 2014-2020,
project title: Indirect costs for the project TRa-
ditional corfU Music PresErvation through digiTal
innovation, project number: 5030952”.

References

1. M. Abadi et al., TensorFlow: A system for large-scale
machine learning, in 12th USENIX Symp. Oper-
ating Systems Design and Implementation (OSDI
16) (Savannah, GA, USA /The USENIX Association,
2016), pp. 265-283.

2. K. M. Alam, N. Siddique and H. Adeli, A
dynamic ensemble learning algorithm for neural net-
works, Neural. Comput. Appl. 32(12) (2020) 8675—
8690.

3. D. Avola, M. Cascio, L. Cinque, G. L. Foresti, C.
Massaroni and E. Rodola, 2D skeleton-based action
recognition via two-branch stacked LSTM-RNNs,
IEEE Trans. Multimedia 22(10) (2020) 2481-2496.

4. D. Avola, M. Cascio, L. Cinque, A. Fagioli and G. L.
Foresti, Human silhouette and skeleton video synthe-
sis through Wi-Fi signals, Int. J. Neural Syst. 32(5)
(2022) 2250015.

5. H. Bilen, B. Fernando, E. Gavves, A. Vedaldi and S.
Gould, Dynamic image networks for action recog-
nition, in IEEE Conf. Computer Vision and Pat-
tern Recognition (IEEE, Las Vegas, NY, USA, 2016),
pp. 3034-3042.

6. C. Caetano, J. Sena, F. Brémond, J. A. Dos Santos
and W. R. Schwartz, Skelemotion: A new represen-
tation of skeleton joint sequences based on motion
information for 3D action recognition, in IEEE Int.
Conf. Advanced Video and Signal Based Surveillance
(AV SS) (IEEE, Taipei, Taiwan, 2019), pp. 1-8.

7. Z.Cao, T. Simon, S. E. Wei and Y. Sheikh, Realtime
multi-person 2D pose estimation using part affin-
ity fields, in IEEE Conf. Computer Vision and Pat-
tern Recognition (IEEE, Honolulu, HI, USA, 2017),
pp. 7291-7299.

8. A. Chaaraoui, J. Padilla-Lopez and F. Flérez-
Revuelta, Fusion of skeletal and silhouette-based
features for human action recognition with RGB-D
devices, in IEEE Int. Conf. Computer Vision Work-
shops (IEEE, Sydney, Australia, 2013), pp. 91-97.

9. Y. Chen, C. Shen, X. S. Wei, L. Liu and J. Yang,
Adversarial PoseNet: A structure-aware convolu-
tional network for human pose estimation, in IEEE
Int. Conf. Computer Vision, (IEEE, Venice, Italy,
2017), pp. 1212-1221.

10. Y. Chen, L. Wang, C. Li, Y. Hou and W. Li,
ConvNets-based action recognition from skeleton

2350002-16



11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

motion maps, Multimedia Tools Appl. 79(3) (2020)
1707-1725.

F. Chollet et al, Keras (2015), Available at:
https://github.com/fchollet /keras.

C. Debes, A. Merentitis, S. Sukhanov, M. Niessen, N.
Frangiadakis and A. Bauer, Monitoring activities of
daily living in smart homes: Understanding human
behavior, IEEE Signal Process. Mag. 33(2) (2016)
81-94.

J. Deng, W. Dong, R. Socher, L. J. Li, K. Li and L.
Fei-Fei, ImageNet: A large-scale hierarchical image
database, in Proc. IEEE Conf. Computer Vision and
Pattern Recognition (IEEE, Miami, FL, USA, 2009),
pp. 248-255.

H. Duan, Y. Zhao, K. Chen, D. Lin and B. Dai,
Revisiting skeleton-based action recognition, in Proc.
IEEE/CVF Conf. Computer Vision and Pattern
Recognition (IEEE, New Orleans Louisiana, USA,
2022), pp. 2969-2978.

M. Ehatisham-Ul-Haq, A. Javed, M. A. Azam, H.
M. Malik, A. Irtaza, I. H. Lee and M. T. Mahmood,
Robust human activity recognition using multimodal
feature-level fusion, IEEE Access 7 (2019) 60736
60751.

B. Fernando, E. Gavves, J. M. Oramas, A. Ghodrati
and T. Tuytelaars, Modeling video evolution for
action recognition, in IEEE Conf. Computer Vision
and Pattern Recognition (IEEE, Boston, MA, USA,
2015), pp. 5378-5387.

X. Gao, W. Hu, J. Tang, J. Liu and Z. Guo, Opti-
mized skeleton-based action recognition via sparsi-
fied graph regression, in 27th ACM Int. Conf. Mul-
timedia (ACM, Nice, France, 2019), pp. 601-610.

I. Giannakos, E. Mathe, E. Spyrou and P. Mylonas,
A study on the effect of occlusion in human activity
recognition, in 14th Pervasive Technologies Related
to Assistive Environments Conf. (ACM, Corfu,
Greece, 2021), pp. 473-482.

R. C. Gonzalez and R. E. Woods, Digital Image Pro-
cessing (Pearson Education, 2018).

A. Graves A. R. Mohamed and G. Hinton, Speech
recognition with deep recurrent neural networks, in
IEEE Int. Conf. Acoustics, Speech and Signal Pro-
cessing (IEEE, Vancouver, Canada, 2013), pp. 6645~
6649.

G. Guo and A. Lai, A survey on still image based
human action recognition, Pattern Recognit. 47(10)
(2014) 3343-3361.

T. Guo, H. Liu, Z. Chen, M. Liu, T. Wang
and R. Ding, Contrastive learning from extremely
augmented skeleton sequences for self-supervised
action recognition, AAAI Conf. Artif. Intell. 36(1)
(2022) 762-770.

M. A. Haque et al., Deep multimodal pain recogni-
tion: A database and comparison of spatio-temporal
visual modalities, in [EEFE Int’l Conf. Automatic

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

2350002-17

A Multimodal Fusion Approach for HAR

Face & Gesture Recognition (IEEE, Xi’an, China,
2018), pp. 250-257.

N. Hatami, Y. Gavet and J. Debayle, Classification
of time-series images using deep convolutional neural
networks, in Int. Conf. Machine Vision (ICMV),
Vol. 10696 (SPIE, Munich, German, 2018), pp. 242—
249.

V. Hernandez, T. Suzuki and G. Venture, Convolu-
tional and recurrent neural network for human activ-
ity recognition: Application on American sign lan-
guage, PLoS ONE 15 (2020) €0228869.

Y. Hou, Z. Li, P. Wang and W. Li, Skeleton optical
spectra-based action recognition using convolutional
neural networks, IEEE Trans. CSVT 28(3) (2016)
807-811.

J. F. Hu, W. S. Zheng, J. Lai and J. Zhang, Jointly
learning heterogeneous features for RGB-D activ-
ity recognition, in IEEE Conf. Computer Vision
and Pattern Recognition (IEEE, Boston, MA, USA,
2015), pp. 5344-5352.

T. Huynh-The, C. H. Hua, T. T. Ngo, T. T. and
D. S. Kim, Image representation of pose-transition
feature for 3D skeleton-based action recognition, Inf.
Seci. 513 (2020) 112-126.

J. Imran and B. Raman, Evaluating fusion of RGB-
D and inertial sensors for multimodal human action
recognition, J. Ambient Intell. Humaniz. Comput.
11(1) (2020) 189-208.

A. K. Jain, Fundamentals of Digital Image Process-
ing (Prentice-Hall, 1989).

W. Jiang and Z. Yin, Human activity recognition
using wearable sensors by deep convolutional neu-
ral networks, in 23rd ACM Int. Conf. Multimedia
(ACM, Brisbane, Australia, 2015), 1307-1310.

G. Kalouris, E. I. Zacharaki and V. Mega-
looikonomou, Improving CNN-based activity recog-
nition by data augmentation and transfer learn-
ing, in Int. Conf. Industrial Informatics (INDIN)
(IEEE, Helsinki-Espoo, Finland, 2019), pp. 1387—
1394.

J. Y. Kao, A. Ortega, D. Tian, H. Mansour and
A. Vetro, Graph based skeleton modeling for human
activity analysis, in IEEE Int. Conf. Image Process-
ing (ICIP) (IEEE, Taipei, Taiwan, 2019), pp. 2025—
2029.

Q. Ke, S. An, M. Bennamoun, F. Sohel and F. Bous-
said, SkeletonNet: Mining deep part features for 3-D
action recognition, IEEFE Signal Process. Lett. 24(6)
(2017) 731-735.

Q. Ke, M. Bennamoun, H. Rahmani, S. An, F. Sohel
and F. Boussaid, Learning latent global network for
skeleton-based action prediction, IEEE Trans. Image
Process. 29 (2019) 959-970.

A. Keogh, J. F. Dorn, L. Walsh, F. Calvo and B.
Caulfield, Comparing the usability and acceptability
of wearable sensors among older irish adults in a real-



D. Koutrintzes et al.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

world context: Observational study, JMIR mHealth
uHealth 8(4) (2020) e15704.

P. Koniusz, L. Wang and A. Cherian, Tensor repre-
sentations for action recognition, IEEE Trans. Pat-
tern Anal. Mach. Intell. 44(2) (2021) 648-665.

I. A. Kostis, E. Mathe, E. Spyrou and P. Mylonas,
Human activity recognition under partial occlusion,
in Int. Conf. Engineering Applications of Neural
Networks (Springer, Creta, Greece, 2022), pp. 297—
309.

D. Koutrintzes, E. Mathe and E. Spyrou, Boosting
the performance of deep approaches through fusion
with handcrafted features, in Int. Conf. Pattern
Recognition Applications and Methods — ICPRAM
(INSTICC, 2022), pp. 370-377.

H. Kuehne, H. Jhuang, E. Garrote, T. Poggio and
T. Serre, HMDB: A large video database for human
motion recognition, in Int. Conf. Computer Vision
(IEEE, Barcelona, Spain, 2011), pp. 2556-2563.

T. Kwon, B. Tekin, S. Tang and M. Pollefeys,
Context-aware sequence alignment using 4D skele-
tal augmentation, in IEEE/CVF Conf. Computer
Vision and Pattern Recognition (IEEE, New Orleans
Louisiana, USA, 2022), pp. 8172-8182.

I. Laptev, M. Marszalek, C. Schmid and B. Rozen-
feld, Learning realistic human actions from movies,
in IEEE Conf. Computer Vision and Pattern Recog-
nition (IEEE, Anchorage, Alaska, USA, 2008),
pp. 1-8.

Y. LeCun, L. Bottou, Y. Bengio and P. Haffner,

Gradient-based learning applied to document
recognition, Proc. IEEE 86(11) (1998) 2278~
2324.

C. Li, Q. Zhong, D. Xie and S. Pu, Skeleton-
based action recognition with convolutional neural
networks, in IEEE Int. Conf. Multimedia € Expo
Workshops (ICMEW) (IEEE, Hong Kong, 2017),
pp. 597-600.

C. Li, Y. Hou, P. Wang, P. and W. Li, Joint dis-
tance maps based action recognition with convolu-
tional neural networks, IEEE Signal Process. Lelt.
24(5) (2017) 624-628.

C. Li, P. Wang, S. Wang, Y. Hou and W. Li,
Skeleton-based action recognition using LSTM and
CNN, in IEEE Int. Conf. Multimedia & Ezpo Work-
shops (IEEE, Hong Kong, 2017), 585-590.

X. Li, Y. Zhang, J. Zhang, S. Chen, I. Marsic, R. A.
Farneth and R. S. Burd, Concurrent activity recogni-
tion with multimodal CNN-LSTM structure (2017),
arXiv:1702.01638.

C. Li, Q. Zhong, D. Xie and S. Pu, Co-occurrence
feature learning from skeleton data for action recog-
nition and detection with hierarchical aggregation
(2018), arXiv:1804.06055.

T. Li, L. Fan, M. Zhao, Y. Liu and D. Katabi,
Making the invisible visible: Action recognition
through walls and occlusions, in Proc. IEEE/CVF

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

2350002-18

Int. Conf. Computer Vision (IEEE, Seoul, Korea,
2019), pp. 872-881.

Y. Liang, F. He and X. Zeng, 3D mesh simplifica-
tion with feature preservation based on whale opti-
mization algorithm and differential evolution, Integr.
Comput.-Aided Eng. 27(4) (2020) 417-435.

Y. Liang, F. He, X. Zeng and J. Luo, An improved
loop subdivision to coordinate the smoothness and
the number of faces via multi-objective optimization,
Integr. Comput.-Aided Eng. 29 (2022) 23-41.

C. Liu, Y. Hu, Y. Li, S. Song and J. Liu. PKU-
MMD: A large scale benchmark for continuous
multi-modal human action understanding (2017),
arXiv:1703.07475.

C. L. Liu, W. H. Hsaio and Y. C. Tu, Time series
classification with multivariate convolutional neural
network, IEEE Trans. Ind. Electron. 66(6) (2018)
4788-4797.

J. Liu, N. Akhtar and A. Mian, Viewpoint invariant
RGB-D human action recognition, in Int’l Conf. Dig-
ital Image Computing: Techniques and Applications
(IEEE, Sydney, Australia, 2017), pp. 1-8.

M. Liu, H. Liu and C. Chen, Enhanced skeleton visu-
alization for view invariant human action recogni-
tion, Pattern Recognit. 68 (2017), pp. 346-362.

J. Liu, A. Shahroudy, M. Perez, G. Wang, L. Y.
Duan and A. C. Kot, NTU RGB+D 120: A large-
scale benchmark for 3d human activity understand-
ing, IEEE Trans. Pattern Anal. Mach. Intell. 42(10)
(2019) 2684-2701.

J. Liu, N. Akhtar and A. Mian, Skepxels: Spatio-
temporal image representation of human skeleton
joints for action recognition, CVPR Workshops
(IEEE, Long Beach California, USA, 2019), pp. 10—
19.

S. Majumder, T. Mondal and M. J. Deen, Wearable
sensors for remote health monitoring, Sensors 17(1)
(2017) 130.

N. Marwan, A historical review of recurrence plots,
Eur. Phys. J. Spec. Top. 164(1) (2008) 3-12.

G. Paoletti, J. Cavazza, C. Beyan and A. Del
Bue, Subspace clustering for action recognition with
covariance representations and temporal pruning, in
Int. Conf. Pattern Recognition (ICPR) (Springer,
2021), pp. 6035-6042.

A. Papadakis, E. Mathe, I. Vernikos, A. Maniatis, E.
Spyrou and P. Mylonas, Recognizing human actions
using 3D skeletal information and CNNs, in Engi-
neering Applications of Neural Networks. EANN
2019, Communications in Computer and Informa-
tion Science, Vol. 1000 (Springer, Cham, 2019),
pp. 511-521.

A. Papadakis, E. Mathe, E. Spyrou and P. Mylonas,
A geometric approach for cross-view human action
recognition using deep learning, in IEEE Int. Symp.
Image and Signal Processing and Analysis (ISPA)
(IEEE, Dubrovnik, Croatia, 2019), pp. 258—-263.



63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

4.

75.

76.

A. Papadakis, I. Vernikos, E. Mathe and E. Spyrou,
Skeleton geometric transformation for human action
recognition using convolutional neural networks, in
ACM Int. Conf. Pervasive Technologies Related to
Assistive Environments (ACM, 2020), pp. 1-2.

D. R. Pereira, M. A. Piteri, A. N. Souza, J. P.
Papa and H. Adeli, FEMa: A finite element machine
for fast learning, Neural. Comput. Appl. 32(10)
(2020) 6393-6404.

H. H. Pham, H. Salmane, L.. Khoudour, A. Crouzil,
P. Zegers and S. Velastin, Spatio-temporal image
representation of 3D skeletal movements for view-
invariant action recognition with deep convolutional
neural networks, Sensors 19(8) (2019) 1932.

M. H. Rafiei and H. Adeli, A new neural dynamic
classification algorithm, IEEE Trans. Neural Netw.
Learn. Syst. 28(12) (2017) 3074-3083.

S. Ranasinghe, F. Al Machot and H. C. Mayr,
A review on applications of activity recognition
systems with regard to performance and evalu-
ation, Int. J. Distrib. Sens. Netw. 12(8) (2016)
1550147716665520.

C. Schuldt, I. Laptev and B. Caputo, Recognizing
human actions: A local SVM approach, in Int. Conf.
Pattern Recognition (ICPR) (IEEE, Cambridge, UK
2004), pp. 32-36.

V. Silva, F. Soares, C. P. Leao, J. S. Esteves and
G. Vercelli, Skeleton driven action recognition using
an image-based spatial-temporal representation and
convolution neural network, Sensors 21(13) (2021)
4342.

K. Simonyan and A. Zisserman, Very deep convo-
lutional networks for large-scale image recognition
(2014), arXiv:1409.1556.

K. Simonyan and A. Zisserman, Two-stream convo-
lutional networks for action recognition in videos, in
NIPS’14: Proceedings of the 27th International Con-
ference on Neural Information Processing Systems,
Vol. 1 (2014) 568-576.

A. J. Smola and B. Scholkopf, A tutorial on support
vector regression, Stat. Comput. 14 (2004) 199-222.
K. Soomro, A. R. Zamir and M. Shah, UCF101: A
dataset of 101 human actions classes from videos in
the wild (2012), arXiv:1212.0402.

E. Spyrou, E. Mathe, G. Pikramenos, K. Kecha-
gias and P. Mylonas, Data augmentation vs. domain
adaptation — A case study in human activity recog-
nition, Technologies 8(4) (2020) 55.

N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever
and R. Salakhutdinov, Dropout: A simple way to
prevent neural networks from overfitting, J. Mach.
Learn. Res. 15(1) (2014) 1929-1958.

O. Steven Eyobu and D. S. Han, Feature representa-
tion and data augmentation for human activity clas-
sification based on wearable IMU sensor data using a
deep LSTM neural network, Sensors 18 (2018) 2892.

7.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

2350002-19

A Multimodal Fusion Approach for HAR

S. Stylianou-Nikolaidou, I. Vernikos, E. Mathe, E.
Spyrou and P. Mylonas, A novel CNN-LSTM hybrid
architecture for the recognition of human activi-
ties, in Int. Conf. Engineering Applications of Neural
Networks (Springer, 2021), pp. 121-132.

L. Sun, K. Jia, K. Chen, D. Y. Yeung, B. E. Shi
and S. Savarese, Lattice long short-term memory for
human action recognition, in Int. Conf. Computer
Vision (IEEE, Venice, Italy, 2017), pp. 2147-2156.
J. Sun, B. Zhou, M. J. Black and A. Chandrasekaran,
LocATe: End-to-end localization of actions in 3D
with transformers (2022), arXiv:2203.10719.

I. Sutskever, O. Vinyals and Q. V. Le, Sequence to
sequence learning with neural networks, in NIPS’14:
Proceedings of the 27th International Conference on
Neural Information Processing Systems Vol. 2 (2014)
3104-3112.

Y. Tang, Y. Tian, J. Lu, P. Li and J. Zhou, Deep
progressive reinforcement learning for skeleton-based
action recognition, in IEEE Conf. Computer Vision
and Pattern Recognition (IEEE, Salt Lake City,
Utah, USA, 2018), pp. 5323-5332.

N. Tasnim, M. K. Islam and J. H. Baek, Deep learn-
ing based human activity recognition using spatio-
temporal image formation of skeleton joints, Appl.
Sei. 11(6) (2021) 2675.

T. Theoharis, G. Papaioannou, N. Platis and N. M.
Patrikalakis, Graphics and Visualization: Principles
& Algorithms (CRC Press, 2008).

P. Verma, A. Sah and R. Srivastava, Deep learning-
based multi-modal approach using RGB and skele-
ton sequences for human activity recognition, Multi-
media Syst. 26(6) (2020) 671-685.

I. Vernikos, E. Mathe, A. Papadakis, E. Spy-
rou and P. Mylonas, An image representation of
skeletal data for action recognition using convolu-
tional neural networks, in ACM Int. Conf. PEr-
vasive Technologies Related to Assistive Environ-
ments (ACM, Rhodes, Greece, 2019), pp. 325—
326.

I. Vernikos, E. Mathe, E. Spyrou, A. Mitsou,
T. Giannakopoulos and P. Mylonas, Fusing hand-
crafted and contextual features for human activ-
ity recognition, in 2019 14th International Work-
shop on Semantic and Social Media Adaptation
and Personalization (SMAP) (2019), pp. 1-6,
doi:10.1109/SMAP.2019.8864848.

M. Vrigkas, C. Nikou, C. and I. A. Kaka-
diaris, A review of human activity recogni-
tion methods, Front. Robot. AI 2(28) (2015),

https://doi.org/10.3389/frobt.2015.00028.

P. Wang, Z. Li, Y. Hou and W. Li, Action recog-
nition based on joint trajectory maps using convo-
lutional neural networks, in ACM Int. Conf. Multi-
media (ACM, Amsterdam, The Netherlands. 2016),
pp. 102-106.



D. Koutrintzes et al.

89.

90.

91.

92.

P. Wang, W. Li, P. Ogunbona, J. Wan and S.
Escalera, RGB-D-based human motion recognition
with deep learning: A survey, Comput. Vis. Image
Underst. 171 (2018) 118-139.

L. Xia, C. C. Chen and J. K. Aggarwal, View invari-
ant human action recognition using histograms of
3D joints, in 2012 IEEE Computer Society Conf.
Computer Vision and Pattern Recognition Work-
shops (IEEE, Providence, Rhode Island, USA, 2012),
pp. 20-27.

Z. Yang, Y. Li, J. Yang and J. Luo, Action recogni-
tion with spatio—temporal visual attention on skele-
ton image sequences, IEEE Trans. CSVT 29(8)
(2018) 2405-2415.

P. Zhang, C. Lan, J. Xing, W. Zeng, J. Xue and
N. Zheng, View adaptive recurrent neural networks
for high performance human action recognition from
skeleton data, in IEEE Int. Conf. Computer Vision
(IEEE, Venice, Italy, 2017), pp. 2117-2126.

93.

94.

95.

96.

2350002-20

P. Zhang, J. Xue, C. Lan, W. Zeng, Z. Gao and
N. Zheng, EleAtt-RNN: Adding attentiveness to
neurons in recurrent neural networks, IEEE Trans.
Image Process. 29 (2019) 1061-1073.

P. Zhang, C. Lan, W. Zeng, J. Xing, J. Xue and
N. Zheng, Semantics-guided neural networks for
efficient skeleton-based human action recognition,
in IEEE/CVF Conf. Computer Vision and Pat-
tern Recognition (IEEE, Seattle, WA, USA, 2020),
pp. 1112-1121.

S. Zhang, Y. Yang, J. Xijao, X. Liu, Y. Yang,
D. Xie and Y. Zhuang, Fusing geometric features
for skeleton-based action recognition using multi-
layer LSTM networks, IEEE Trans. Multimedia 2(9)
(2018) 2330-2343.

G. Zhu, L. Zhang, P. Shen and J. Song, Multi-
modal gesture recognition using 3-D convolution and
convolutional LSTM, IEEE Access 5 (2017) 4517—
4524.



	Introduction
	Related Work
	Visual skeletal representations
	Multimodal fusion methods

	Proposed Methodology
	Visual data
	Camera setup and data augmentation
	Signal images
	Activity images
	Pseudo-colored image representation of skeletal data
	Dynamic images for activity representation
	Multimodal fusion and classification

	Experiments and Results
	Datasets
	Experimental setup and implementation details
	Evaluation protocol
	Results and discussion

	Conclusions and Future Work


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 900
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


