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Abstract—Social networks are an essential component of peo-
ple’ daily lives, and as a result, much academic attention has been
focused on them. The rapid adoption of machine learning as a
problem-solving tool, which simplifies and accelerates numerous
tasks while enabling the processing of large volumes of data, has
played a significant role in this field of research. This is in contrast
to the more traditional approaches that lacked this momentum.
Characterization of linkages and cluster identification in social
networks are two of the research community’s most well-known
issues. The goal of this study is to gather data for a set of users
who are then divided into groups based on the hashtags they used
in their Twitter postings. The procedure performed generates the
numerical data, in following reduces the dimensions, and finally
performs the clustering.

Index Terms—Social Network Analysis, Graph Mining, Twit-
ter, Knowledge Extraction, Clustering, Dimensionality Reduction

I. INTRODUCTION

Businesses have recently become interested in networks
as a platform for grouping individuals as social media has
taken off. Several approaches have been successfully applied in
this direction, and effective retrieval strategies and techniques
have mostly been developed from the class of probabilistic
models [5]. The link between the processing of queries and
their results is thought to be a key factor in clustering. The
level of similarity chosen will make use of the redundant and
overlapping information included in the data points. Based
on the idea that related points might fulfill the same query
or queries, this type of retrieval is performed, as shown in
[34]. Along the same lines, more recent study has shown
that if strong clusters can be constructed, then the retrieval
performance will subsequently increase [27].

Scientists are faced with a difficulty as a result of the
diversity of social networks during the past ten years, and
consequently, of their users. In order to find commonalities
between people in actual contacts, new patterns of interaction
are developing as a result of user clustering. Additionally,
people that are part of social networks generally interact with
one another and form linked clusters. Their examination is a
key step in a process known as “’social network analysis” [33].
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This leads to the conclusion that this frequently challenging
problem may be classified as an optimization constraint since
such networks have a complicated and dynamic structure,
making it difficult to simply identify these clusters. Therefore,
discovering node groups with more interfaces is a crucial
research objective that can also work in identifying node
groups with less linkages.

A network is based on the idea that the allocation of a clus-
tering factor obeys the rule of strength within social network-
ing. In this context, grouping processes are also recognized;
the most fundamental of these is the clustering coefficient,
which plays a crucial role in determining how likely it is for
nodes to form clusters. This characteristic assumes their dis-
covery for a deeper knowledge of the network architecture and
argues that interconnected clusters and communities constitute
social networks [11], [17].

This paper looks into the problem of identifying clusters
of users by examining various preprocessing techniques as
a common ground for cluster formation. The focus of this
work is on the aspect of clusters and is thus differentiated
from existing and more general work on identifying clusters
mainly based on users’ static profiles. Our view of creating
more dense clusters is to use the “follow” links of Twitter
and extract the symbolic links that emerge through Twitter
interactions, identifying thus clusters of high information flow.
In this work, the steps performed contain the numerical data
generation, dimensionality reduction, and clustering.

The rest of the paper is organized as follows. First, section
describes the relevant to the subject works. Besides, Section
analyzes the methodology followed, the algorithms, and
the modules of our paper. Then, section details the im-
plementation and different methods for practically evaluating
our techniques. Moreover, in Section |V| the acquired research
results are captured. Finally, discussion and conclusions are
outlined in Sections [VI] and respectively.

II. RELATED WORK

Social networks are a platform that is crucial in fostering
friendships amongst individuals who have common hobbies or
interests. This platform offers a variety of connections between
people, along with information on how strong these ties are.



In this context, several efforts and research are being carried
out for the so-called “analysis” of Twitter to conclude both
the content and the general use of this social network and its
services to customers. For example, many research types have
been carried out on identifying social groups, verifying fake
news, identifying or creating bots, and analyzing sentiment of
listeners concerning events or public figures, but also research
to conclude the politician and the commercial sector.

Understanding the relationships between members is crucial
to comprehend why people tend to build social networks
and how these networks work. [15], [16]. Using a group-
ing identification approach based on modularity, which takes
into account the unique personality qualities of individuals,
this leads to the establishment of such communities inside
the Twitter graphs. Additionally, by including pre-processing
sequences, graph vertices originating from the aforementioned
personality-based methods are eliminated.

For example, the research in [20] gathers general character-
istics of this social network, such as typological and geographi-
cal properties, development patterns, as well as behaviors of its
users. Another research [[13] stated that the activities of Twitter
users could be considered information-seeking, information-
sharing, or socializing activities. To identify different types of
user intent within Twitter, a 2-level framework for detecting
user intent was proposed. Several works [12f], [18]], [19]
examined whether a sender, who has a significant influence,
can modify the opinions of his followers by publishing content
with emotional enlightenment. It also proposes a methodology
so that debtors who have a strong power of influence from
other debtors can be identified. In [10], an attempt is made
to characterize a set of tweets, which had been collected as
data, regarding the disposition of the opinion of the person
who made the publication.

In a work related to the clustering of hashtags [25], it
is argued that two hashtags are similar if they co-occur
simultaneously in a tweet. Authors created a summary table
where they represent the classes resulting from categorizing
hashtags. The concept of “’co-occurrence frequency” was used
to measure the similarity between classes. The authors in [4]]
presented an algorithm to perceive the relationships between
the content of a tweet and the set of hashtags that include this
tweet. Specifically, each tweet was represented as a frequency
list of the words (non-stopword and non-hashtag) included in
that tweet. They proved, therefore, that comparing clustering
techniques in data from Twitter, the categorization of hashtags
and the reduction of the dimension of the data can lead
to a precise classification of tweets into categories without
affecting the effectiveness of the classification algorithms.

In [33], the modeling of social networks as undirected
graphs is presented, and models of the presence of private
space, attack models for the case of anonymity shared in
class i-hope degree, i.e., the prior knowledge of the opponent
includes the degree of the target and the degrees of the
neighbors within ¢-hopes from the target. For this reason,
two new and efficient clustering techniques for undirected
graphs are presented: the ¢-Means and union-split clustering

algorithms are delimited, which group similar graph nodes
into clusters with a minimum size constraint. A new technique
is presented for quantifying a local method’s effectiveness to
predict how different algorithms perform relative to each other
in [6l]. Furthermore, due to the unique implementation of a
local method during cluster initialization, a simple set of ad
hoc fallback networks was also developed.

The research in [8] was based on retweets and, after
analyzing data received from the Twitter API, addresses the
different variations in retweeting messages on Twitter and how
the different patterns lead to ambiguity about the state origin,
performance, and fidelity of speech, significantly as the content
is modified during dissemination. Finally, in [26], an approach
based on the scale of the data is proposed for estimating the
location of tweets using a new but straightforward approach
to Gaussian Mixture Models. At the same time, because real-
world applications rely on quantified lifetimes for such esti-
mations, they propose an efficiency and quantification metric
and perform this approach.

III. METHODOLOGY
A. Word2Vec

Word2vec is a set of related models used to produce word
representations in vector space [29]. These models consist of
two-layer neural networks trained to reconstruct words in a
linguistic context. Word2vec algorithm includes an iterative
word vector generation and model generation method proposed
by Google. Unlike other methods, which treat the text as a
whole when generating the model, Word2vec works iteratively
by updating the model for each text it needs to process.

When creating a model, it takes a large set of texts as input
and creates a vector space of variable dimensions, where a
different vector is created for each word. The magnitude of
the dimensions is usually in the order of a few hundred. The
model generation process can be parameterized in terms of the
architecture used, the control window size, and the number of
dimensions. To achieve the sampling of negative examples,
the Gensim implementation automates binary search on a
matrix the size of the dictionary, making its time complexity
technically O(N xlog(V')), where N is the total text size and
V' is the vocabulary size of unique words.

B. Dimensionality Reduction

Three different algorithms have been used in terms of di-
mensionality reduction, namely Principal Component Analysis
(PCA), t-Distributed Stochastic Neighbor Embedding (£-SNE)
and Truncated Singular Value Decomposition (SVD), which
will be presented in the following subsection.

1) Principal Component Analysis (PCA): Principal Com-
ponent Analysis (PCA) is an orthogonal transformation in
which the correlation between the variables is removed and
their dimensions are reduced. It is a technique that utilizes
an orthogonal transformation projecting each data point onto
only the first few principal components with the aim to obtain
lower-dimensional data while preserving as much of the data
variation as possible [2].



2) t-Distributed Stochastic Neighbor Embedding (t-SNE):
t-Distributed Stochastic Neighbor Embedding (¢-SNE) is an
algorithm used to visualize large-dimensional data in small-
dimensional space by giving each data point a location in a
two- or three-dimensional map. Precisely, it models each high-
dimensional object by a two- or three-dimensional point so that
nearby points model similar objects, and dissimilar objects are
modeled by distant points with high probability [7]].

3) Truncated Singular Value Decomposition (SVD): Singu-
lar Value Decomposition (SVD) is one of the most essential
linear algebra matrix decomposition methods but is used to
visualize concepts in vector space. In the new vector space
being created, words with similar illustrations tend to appear
in documents with similar content. In addition, it is also used
as a data dimensionality reduction method in vector space with
a special form of SVD, the Truncated SVD [1]].

C. Clustering Algorithms

Seven different clustering algorithms have been employed
in order to measure the effectiveness of each one, namely
k-Means, Bisecting k-Means, DBSCAN, OPTICS, Gaussian
Mixture Model (GMM), Hierarchical and Spectral Clustering.

1) k-Means: k-Means algorithm starts with k& random
points called cluster centroids, which denote the center of
each cluster, while k£ denotes the desired number of clusters
that the algorithm will generate. Then, k-Means iteratively
performs two steps; in the first step, the assignment to a
cluster is made, while in the second step, the centroid of each
cluster is redefined and shifted [21]. Running a fixed number
of iterations of the standard algorithm takes O(I x k * N x d)
in time complexity for NV (d-dimensional) points, where k is
the number of centers (or the number of clusters), and I is the
number of repetitions.

2) Bisecting k-Means: Another implementation of the k-
Means algorithm is the Bisecting k-Means, where in this
version, the set of points is divided into two clusters. A random
binary tree is therefore created where each interval, a node
with two children, corresponds to the division of the points of
the set into 2 clusters [31]].

3) Density-Based Spatial Clustering of Applications with
Noise (DBSCAN): DBSCAN is a non-parametric algorithm
that uses two parameters, € and MinPts, i.e., the minimum
number of points required to create a dense region. It starts
from a random point where the points at the most distance
e from the selected point are retrieved. If there is an excess
number of points, i.e. greater than MinPts, the algorithm
creates a cluster; otherwise, the point is disguised as a hole.
If a point is a dense part of a cluster, then indeed its e-
neighborhood is a subset of this cluster [32].

4) OPTICS: OPTICS algorithm, like DBSCAN, is con-
sidered a density-based algorithm whose purpose is to find
density-based clusters in spatial data. The concept of OPTICS
is similar to DBSCAN, but it faces a similar disadvantage
to DBSCAN, which is the problem of cluster detection in
data of varying density. To achieve this, it uses data clustering
techniques so that those spatially closer points will become

neighbors in the ordering. OPTICS, like DBSCAN, requires
the input of two parameters, the minimum radius (Eps) and
the minimum number of points (MinPts), and produces a
dendrogram [3]. Also, OPTICS, unlike DBSCAN, considers
points that are members of a denser class so that each point
is assigned a kernel distance that describes the distance of the
nearest MinPts. The algorithm’s complexity is O(nxlog(n)).

5) Gaussian Mixture Model (GMM): Gaussian Mixture
Model (GMM) is considered a probabilistic concept where the
model general distributions estimating the density assuming all
the data points are generated from a mix of Gaussian distri-
butions with unknown parameters. The model parameters are
selected by maximizing the logarithm of the bound probability
of the training data concerning the model itself. GMM consists
of mean vectors p and covariance matrices . A Gaussian
distribution is a continuous probability distribution that takes
on a bell-shaped curve [28].

In Gaussian Mixture Models, an Expectation-Maximization
(EM) algorithm is a powerful tool for estimating the param-
eters of a GMM. The expectation is defined as £ while the
maximization is defined as M. Expectation is used to find
the Gaussian parameters, which represent each component
of Gaussian mixture models and EM chooses some random
values for the missing data and calculates a new dataset. These
new values are then used to calculate an adequate prior dataset,
filling in the missing data until the values are valid [22].

6) Hierarchical Clustering: Hierarchical algorithms are
based on the combination or division of existing groups and
produce a tree representing a hierarchical grouping of the
objects of the set based on specific criteria. The tree’s base
contains all the objects, its leaves consist of a single object,
while the intermediate nodes represent the clusters created
by the union of several leaves. Algorithms of this class do
not need the number of clusters as input in advance. Instead,
each level represents a distance threshold; if two clusters
have a distance smaller than this threshold, they are merged
into a cluster which is the linkage criterion. In hierarchical
algorithms, there is the accumulative approach (bottom-up)
and the divisive approach (top-down). In the latter case, each
object is initially placed in its cluster and then the individual
clusters are iteratively merged into increasingly larger clusters
until all objects are joined in a cluster. On the contrary, in
the divisive method, the reverse process is followed, with the
objects starting from a common cluster, which is in following
split into smaller and smaller clusters [24]].

7) Spectral Clustering: Complex multidimensional datasets
are broken down using the spectral clustering approach into
clusters of related data in rarer dimensions. The basic goal is
to arrange various disorganized data items into different cate-
gories according to how distinctive they are. The connectivity
technique identifies communities of nodes that are related to
or located adjacent to one another in a network. After that,
the nodes are mapped to a low-dimensional space that can
be readily partitioned into clusters. More specifically, spectral
clustering makes use of data from the eigenvalues of unique
matrices created from the graph or data collection [23]].



IV. IMPLEMENTATION
A. Twitter Discussion Synopsis

The Twitter graph was collected in a time interval of two
weeks, that is (19/09/2022 — 02/10/2022). A topic-based
sampling approach was utilized where tweets are collected
via a keyword search query. More specifically, data for one
particular discussion on Twitter, namely #ChampionsLeague,
was downloaded.

Therefore, a social network was created for a number of
users, which was depicted in a directed graph whose every
edge starts from a server and ends at another if the first
one follows the second one. Specifically, the graph contains
8122 directed edges and 3261 nodes. The original nodes were
more, e.g. 7785; however 4524 were isolated, i.e., they had
no relationship with any of the other nodes and were deleted
from the graph as will be presented in following Figure

The properties of this dataset are presented in Table Il The
first column has fundamental graph structure properties such
as the number of edges and triangles, whereas the second
column has Twitter specific properties such as the average
number of followers and the maximum number of friends.
Note that the vertices are accounts and the directed edges
represent “following” relationships.

TABLE I
GRAPH AND TWITTER PROPERTIES FOR #CHAMPIONSLEAGUE DATASET

Graph Properties Twitter Properties
Property Value Property Value
Vertices 3261 Average Followers 10226.35
Edges 8122 Average Friends 1453.34
Triangles 6754 Average Statuses 22503.28
Squares 5232 Maximum Friends 239151
Components 107 Maximum Followers 7145929
Maximum Friends 210 Eggs 96
Maximum Followers 723
Average Friends 2.84
Average Followers 4.14
Average Pagerank 1.00
Density 0.000764

We notice that many triangles and squares are created
between three or four nodes of the graph, respectively, since
these are active users who publish material on the same topics,
so it is possible to have relationships between them. At the
same time, within this graph, some users have a large number
of followers or users who follow either within the graph or
on Twitter with the result that, again, it becomes more likely
that there will be a triple or quadruple relationship between
them. These structural characteristics indicate an active social
network. Our aim is to create a social media graph with high
degree of dense connections and not just a random graph.

In the graphic representation of the network in Figure [I]
we notice that some points of dissemination of information are
created, so some popular users around which a large part of the
total relations of the network is concentrated. This is shown by
the very firmly densely placed red dots (users) and the solid
black lines that accumulate around them and thus show that
these are the users with the most followers or friends in this

network. On the contrary, of course, there are also users in
the sparse points of the graph who join the rest with minimal
edges, and we could argue that they are the least popular or
active members of this social network.

B. Silhouette Method

Silhouette is a method for validating the consistency within
clusters. This technique provides a short graphical represen-
tation of how well each object has been classified. As an
example one can consider the objects that are clustered through
any technique, such as the k-Means clustering algorithm, into
k groups [30].

The estimated coefficient is calculated for each sample of
the collection and consists of two ratings, namely:

o The average distance of a sample from the remaining
samples of the same cluster and

o The average distance of a sample from the samples of
the nearest cluster.

This coefficient can be defined as in following Equation
and in order to calculate the overall coefficient for a collection
of samples, we need to calculate the average of the coefficients
of each of its samples:
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Concretely, for each item i, «(i) is the average of the
dissimilarity of ¢ to all other items within the same cluster. The
value of «(i) is interpreted as a metric of how well the item
1 1s clustered within its cluster; that is the smaller its value,
the better the clustering. In the following, (i) is defined as
the lowest average dissimilarity of item ¢ concerning any other
cluster of which this item is not a member. The cluster with the
next lower average dissimilarity is considered the “neighboring
cluster” of item ¢ because it would be the next best cluster to
group this particular item.

Silhouette score values range from —1 to 1, where a value
equals to 1 indicates that the object correctly belongs to the
current cluster. Conversely, —1 indicates that it should have
been placed in the neighboring cluster. Finally, a value close
to the neutral O indicates that the object lies on the border of
the clusters. Table [II] presents the Silhouette scores for each
different value of k where the scores achieve similar values
ranging from 0.55 to 0.62.

TABLE 11
SILHOUETTE ANALYSIS

Silhouette Score
0.607290490923769
0.567850774607643
0.553020593769727
0.564194559159169
0.608938787637735
0.612308399507005
0.624352659805041
0.615360217999776
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Fig. 1. (a) Initial Graph, (b) Graph with no Isolates

C. Elbow Method

In the elbow method, k-Means clustering algorithm is
executed for many different values of k, from very small to
very large. For each run, it is calculated an evaluation index of
the clusters and this index is the cost syntax of the algorithm
defined as the sum of the squared distance between each point
and the centroid of the cluster assigned to it [9]. This is defined
with the following Equation

N K
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where 7,5 is equal to 1 if point belongs to the specific
cluster; otherwise is equal to 0.

Figure 2] plots the cost versus the number of clusters (k). We
observe that the cost index decreases as the number of clusters
k increases, which is expected. However, we also notice that
for a specific value of k, the plot presents a sharp corner,
hence the method’s name. This particular value of k is chosen
as optimal for the implementation of the algorithm.
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Fig. 2. Elbow Method Result

The conclusion, derived from the application of the two
aforementioned methods, was to use the number of clusters,

equal to 8, to run the algorithms afterwards, as the two
methods converge to this value. This is the best value of &
for the specific dataset, as at this specific value, the highest
value in terms of the Silhouette score is observed, while from
the shape of the Elbow method it appears that the “elbow” is
made for k = 8.

D. Epsilon (€) Parameter

DBSCAN algorithm is one of the clustering algorithms
for which, it is not necessary to predetermine the number
of clusters before its execution. However, it is necessary to
determine the ¢ value (the minimum radius or otherwise, the
maximum distance between two points belonging to the same
cluster).

The result is represented graphically in Figure 3] We con-
clude that the most suitable value for the DBSCAN algorithm
to have the best possible result is equal to 5 when the elements
that have this distance between them are minimal. As a result,
in this case, the algorithm can group the data in a more
efficient way.

3 4 5 6 7
Epsilon distance

Fig. 3. Epsilon (¢) Parameter



E. Explained Variance

PCA is a dimensionality reduction method in which the
correlation between the variables is removed, and their dimen-
sions are reduced. It is an algorithm that uses an orthogonal
transformation from a set of correlated variables to a set of
uncorrelated variables [14]].

Figure 4| portrays the sum of variances per each component,
as the number of components is 100. We can conclude
that important information is lost for the specific dataset by
reducing the data dimensions as per our current implemen-
tation. However, it needs to be made clear the value of k,
for which PCA algorithm could produce a new dataset that
would not lose to a significant extent the characteristics of the
original dataset but would offer, at the same time, a significant
reduction in dimensions. For example, the first 40 out of 100
dimensions contain 85% of the information variance. This
percentage can be considered entirely satisfactory but only
helps in reducing the dimensions.
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Fig. 4. Explained Variance

V. EXPERIMENTAL EVALUATION
A. Dimensionality Reduction

The first experiment concerns the dimensionality reduction
from 100 to 2 dimensions, which was implemented with use
of the PCA, t-SNE, and Truncated SVD algorithms. Figure 3]
presents the output of the execution of these three algorithms
applied to the aforementioned graph.

The presentation of the data is optimal in the ¢-SNE
algorithm as it appears to be sparsely distributed, which helps
the clustering process. Additionally, the search for specific
terms depicts that usernames related to those terms are nearby.
The other two algorithms gathered all the data around two
dense poles, and the search for terms proves that some related
usernames are not nearby found.

B. Dimensionality Reduction Algorithms Execution Times

Figure [0]illustrates the graphical representation of the times
for the execution of the above three algorithms, i.e. PCA, t-
SNE and Truncated SVD for different data dimensions and
different sizes of the set of cross-sectional words.

We observe that {-SNE algorithm is very time-consuming
and compared to the other two algorithms, which range in

microseconds (u-seconds) levels most of the time, the range
of this algorithm is in seconds. More to the point, PCA
and Truncated SVD have similar performance, but with SVD
algorithm having a slightly better performance in terms of
execution time. However, their difference is significant for
larger word sizes.

As a result, t-SNE algorithm was employed for the clus-
tering process, as even though it was much worse in time
comparison than the other two, the data it produced was of
better quality for the intended purpose.

C. Clustering Algorithms Comparison

In this subsection, the graphical representation of the re-
sults regarding the seven clustering algorithms are presented.
Specifically, Figure [7| illustrates the results of k-Means, Bi-
secting k-Means, DBSCAN and OPTICS, Gausian Mixture
Model, Hierarchical Clustering and Spectral Clustering.

Regarding the number of clusters, DBSCAN and OPTICS
algorithms, which do not require a prior determination of this
particular number, resulted in 6 and 7 clusters, respectively. All
other algorithms were executed for clusters number equal to 8.
In following, the analysis of each algorithm will be presented
and thoroughly analyzed. Specifically, we can observe that
OPTICS algorithm failed to classify a large amount of data
into a cluster; as can be seen in Figure d), data with blue
color belongs to the category of unspecified data, which was
logical due to its inability to determine a cluster when the data
is spatial. However, this algorithm needed better clustering for
the data produced.

The Expectation-Maximization as well as Spectral cluster-
ing algorithms have different techniques for determining the
number of components and clusters as presented in Figure
e). However, in the present work, the number obtained from
the Silhouette and Elbow method for k-Means was taken
into account. Regarding DBSCAN algorithm, as illustrated in
Figure [7(c), a small amount of data was left in the undefined
category. On the other hand, a large amount of data was
gathered into a large cluster and created seven other small
clusters, some of which contained only one data point. This
may occur due to the values given to the ¢ parameter, which
was set to value equal to 5, and minPts parameter, which
was set to value equal to 6. Similarly, the Spectral clustering
algorithm gathered a large amount of data into one large cluster
and created seven other small clusters, each containing only
one data point, as can be portrayed in Figure [/(g). This can
be proved, in a similar way with the DBSCAN algorithm,
because the number of clusters was reduced to 8 as in all other
algorithms, which was different from the appropriate number
of clusters for this current algorithm.

k-Means and Bisecting k-Means algorithms gather the clus-
ters around some particular points, e.g. the centroids of the
clusters, which makes them ideal for spatial data geometries
as in Figure [/(a) and (b). On the contrary, Expectation-
Maximization algorithm converges the clusters around the
Gaussian surfaces calculated by the Gaussian Mixture Model;
for this reason, it is more efficient in flat data geometries.
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Fig. 5. Dimensionality Reduction implemented with use of Algorithms: (a) PCA, (b) t-SNE, (¢) Truncated SVD

Based on the patterns of the grouped data, we could claim
that the best results are presented by the k-Means, Bisecting k-
Means, Expectation-Maximization, and Hierarchical clustering
algorithms. On the other hand, the remaining three algorithms
failed to present satisfactory results. It is also acknowledged
that no algorithm achieved the same result with another.

Finally, we could state that all algorithms could improve
the quality of their results if data had higher quality and were
more efficient in terms of the particular problem at hand.

D. Clustering Algorithms Execution Times

Table introduces the average execution times of five
iterations of the algorithms for the specific graph we utilized.
Spectral clustering is the most time-consuming technique, as
it can be proved due to the algorithm’s complexity, which is
equal to O(n?®). We can observe that the fastest clustering
algorithm is DBSCAN for the specific data used, with com-
plexity equal to O(n?) and can be further reduced in cases of
efficient low-dimensional data to O(n * log(n)).

Another output is that the experimental procedure cannot
verify that the OPTICS is faster than DBSCAN algorithm,
as we would expect it to be faster, due to its O(n x log(n))
complexity.

TABLE III
AVERAGE EXECUTION TIMES OF CLUSTERING ALGORITHMS

Algorithm Average Execution Time (sec)
k-Means 8.08255

Bisecting k-Means 137.53432
DBSCAN 0.04225

OPTICS 0.93712

Gausian Mixture Model 9.84338
Hierarchical Clustering 0.14176

Spectral Clustering 748.55882

VI. DISCUSSION

Regarding dimensionality reduction, an essential difference
in the execution time of ¢-SNE algorithm compared to PCA
and Truncated SVD was observed, which was expected and
confirmed. Furthermore, ¢-SNE algorithm could not be used

if results of a dimension greater than four were sought.
However, on the contrary, these weaknesses prove that for the
specific data used, ¢-SNE algorithm was the best solution for
subsequent clustering of data as it produced more extensive
global data that maintained an excellent morphology and
characteristics, with users who used similar hashtags being
close to each other.

Moreover, data dimensionality reduction should be imple-
mented with additional caution as algorithms that calculate
distances between data points are inefficient for high dimen-
sional data. In addition, it is difficult for the user to visualize
the multi-dimensional data with aim to performing the required
audit. Of course, some techniques make this possible, such as
reducing the dimensions after performing the clustering. In
this work, the procedure performed was firstly to generate the
numerical data, then to reduce the dimensions, and finally to
perform the clustering.

Regarding user clustering, it was shown that the morphology
of the data did not enhance the results of all algorithms,
as some failed to produce satisfactory clusters. If we had
to choose one algorithm for clustering the specific data, we
would probably select the Hierarchical algorithm, which could
quickly group the data into satisfactory clusters. Referring to
the time, it is noteworthy to mention that DBSCAN algorithm
was the fastest but did not satisfactorily cluster the data.

Another critical aspect is that all clustering algorithms
require numerical data, which means that the use of the
Word2Vec neural network, due to our natural language data, is
required. This will generate a new dataset that depends on the
number of features of each sample, as well as its dimensions,
which are determined by the total texts size assigned to it.

Finally, we also found that in a social network, just like
in real life, some people have few social relationships, while
others have many social relationships. In the constructed
graph, some users, around whom the most edges (relations)
were presented, were identified and captured, which means
that it is straightforward for these users to spread information
when they create it; or it is easier for them than remote users
to access the information if it was created by someone else.



VII. CONCLUSIONS AND FUTURE WORK

The collection of the right data required for dimensionality
reduction and in following clustering process plays a huge role
in correctly and effectively extracting results. The success of
the algorithms is directly dependent on the correct configura-
tion and transformation of the data, as inefficient data lead to
unsatisfactory results. Also, the performance of each algorithm
is implicitly linked to the morphology and characteristics of
the graph and specifically the data points that will be given
to it as training data. More in detail, huge variations were
observed in the results of both the dimensionality reduction
and the clustering algorithms.

By proposing some extensions, one could delve into the
necessary evaluation of the performance of the models and
algorithms through evaluation methods as well as test the
speed of these models on different datasets to understand
their behavior on different kinds of data. As a result, one
idea could be to group the users based on the texts of the
tweets they have published or to cluster users either with
use of hashtags (hashtag clustering) or to calculate both text
and hashtags simultaneously. Furthermore, two-level clustering
could be implemented by automating both the data and the
graph created for the users. On the contrary, it would be
possible for the division of the users to focus only on the graph
and on the community resilience techniques that exclusively
concern graphs.
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Fig. 6. Time elapsed for Data having Dimensions equal to (a) 20, (b) 40, (¢) 60, (d) 80, (e) 100, (f) 120
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Fig. 7. Clustering Algorithms: (a) k-Means, (b) Bisecting k-Means, (¢) DBSCAN, (d) OPTICS, (e) Gausian Mixture Model, (f) Hierarchical Clustering, (g)

Spectral Clustering
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