
Personalized feedback using Natural Language 

Processing in Intelligent Tutoring Systems 

Christos Troussas [0000-0002-9604-2015], Christos Papakostas [0000-0002-5157-347X], Akrivi 

Krouska [0000-0002-8620-5255], Phivos Mylonas [0000-0002-6916-3129] and Cleo Sgouropoulou 
[0000-0001-8173-2622] 

Department of Informatics and Computer Engineering, University of West Attica, Egaleo, 

Greece 
{ctrouss,cpapakostas,akrouska,mylonasf,csgouro}@uniwa.gr 

Abstract. This paper proposes a novel approach for enhancing feedback in intel-

ligent tutoring systems (ITSs) for Java programming using natural language pro-

cessing (NLP). The proposed approach overcomes the limitations of traditional 

rule-based feedback generation systems and provides more personalized and rel-

evant feedback to the learner The system allows learners to input comments 

and/or questions through a text box in the user interface. In essence, it is com-

posed of three main components: a natural language parser, a feedback generator, 

and a feedback evaluator. The natural language parser is responsible for convert-

ing the unstructured text input of the learner into structured data, which can be 

analyzed for generating feedback. The feedback generator component then pro-

cesses this data and generates personalized feedback for the learner based on their 

specific needs. Finally, the feedback evaluator component assesses the quality of 

the generated feedback and determines its helpfulness to the learner. The evalu-

ation results are promising, indicating that using NLP techniques can improve 

the overall performance of intelligent tutoring systems and provide a more per-

sonalized learning experience for students. 

Keywords: natural language processing, intelligent tutoring system, feedback 

parser, feedback generator, feedback evaluator. 

1 Introduction 

Intelligent tutoring systems (ITS) are computer-based systems that provide personal-

ized and adaptive instruction to learners [1-5], aiming to improve the learning outcomes 

and efficiency of the educational process. The feedback generation module is a critical 

component of an ITS, as it provides learners with information about their performance 

and guides them towards achieving their learning objectives [6-9]. To generate high-

quality feedback, an ITS must first collect data about the learner's performance, such 

as their responses to questions or their interaction with the learning environment. This 

data is then analyzed to identify the learner's strengths and weaknesses, and to deter-

mine the most appropriate feedback for their specific needs. Despite the challenges of 

generating high-quality feedback, ITS have shown great potential in improving learning 
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outcomes and providing personalized instruction to learners. As technology continues 

to advance, we can expect ITS to become more sophisticated and effective in providing 

feedback and guidance to learners. 

Recent advances in natural language processing (NLP) have greatly improved the 

feedback generation module in intelligent tutoring systems (ITS) [10-13]. NLP can help 

to analyze and understand the natural language input provided by learners, such as their 

code comments or explanations of their problem-solving approach, and use that infor-

mation to provide more personalized and relevant feedback 

Leveraging state-of-the-art NLP techniques to analyze the learner's natural language 

input and generate personalized feedback is a promising way to enhance the feedback 

generation module in ITS, especially for complex subjects such as programming lan-

guages. By using NLP techniques to analyze the learner's natural language input, the 

system can provide feedback that is tailored to their specific needs and level of under-

standing, leading to more effective learning outcomes. the use of NLP techniques to 

enhance the feedback generation module in ITS for Java programming is a promising 

approach that can lead to more effective learning outcomes and help learners achieve 

their educational and professional goals. 

The three components of the intelligent tutoring system - the natural language parser, 

feedback generator, and feedback evaluator - work together to provide a comprehensive 

and effective learning experience for the learner, as follows: 

• The natural language parser is responsible for analyzing the learner's natural 

language input, such as their code comments or explanations of their problem-

solving approach, and extracting relevant information. This information is 

then passed on to the feedback generator, which uses this information to gen-

erate personalized feedback that is tailored to the learner's specific needs and 

level of understanding. 

• The feedback generator takes into account various factors, such as the learner's 

past performance, their learning objectives, and their preferred learning style, 

to generate feedback that is relevant, engaging, and useful.  

• The feedback evaluator then assesses the effectiveness of the feedback and 

provides feedback to the feedback generator, allowing it to adjust its approach 

and improve the quality of feedback provided to the learner. 

• The synergy between these three components is crucial for the success of the 

intelligent tutoring system. By leveraging the power of natural language pro-

cessing, the natural language parser can extract valuable information from the 

learner's input, allowing the feedback generator to generate personalized and 

relevant feedback. The feedback evaluator then assesses the quality of this 

feedback, allowing the system to continually improve and provide more effec-

tive feedback to the learner. 

The natural language parser, feedback generator, and feedback evaluator compo-

nents work together to provide a more effective and personalized learning experience 

for the learner. The natural language parser helps to extract relevant information from 

the learner's input, enabling the feedback generator to generate personalized feedback 

that is tailored to the learner's specific needs and level of understanding. the three com-

ponents of the intelligent tutoring system work together in a synergistic manner to 
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provide a more effective and personalized learning experience for the learner, ulti-

mately improving their understanding and proficiency in Java programming. 

Our approach has several advantages over traditional feedback generation ap-

proaches in ITSs. Firstly, the use of natural language processing techniques allows for 

more personalized and tailored feedback that is better suited to each learner's specific 

needs and level of understanding. This can help learners to better understand the mate-

rial and improve their performance. Secondly, by automating the feedback generation 

process, the workload of human tutors can be reduced. This can save time and re-

sources, allowing tutors to focus on other important aspects of teaching and learning. 

Finally, by providing more useful and actionable feedback, your approach can help to 

improve the overall effectiveness of the ITS. This can lead to better learning outcomes 

for the learners and can help them to achieve their educational and professional goals. 

Overall, our approach has the potential to revolutionize the way feedback is generated 

in ITSs, providing learners with more personalized and useful feedback while also re-

ducing the workload of human tutors. 

Our approach has the potential to significantly improve the quality and effectiveness 

of feedback in ITSs, ultimately leading to better learning outcomes for the learners. By 

leveraging state-of-the-art natural language processing techniques, our approach can 

provide more personalized and relevant feedback that is tailored to each learner's needs 

and level of understanding. 

2 Related Work 

The traditional rule-based approach to providing feedback in ITSs has limitations, as it 

relies on pre-defined rules to generate feedback and does not take into account the nu-

ances of the student's response or the context in which it was provided [14-16]. This 

can lead to generic and unhelpful feedback that does not address the student's specific 

needs.  

In recent years, there has been a growing interest in using NLP techniques to analyze 

student responses and provide personalized feedback in ITSs. By analyzing the stu-

dent's natural language input, NLP techniques can provide more relevant and targeted 

feedback that is tailored to the student's specific needs and level of understanding. This 

approach has the potential to revolutionize the way feedback is provided in ITSs, ulti-

mately leading to better learning outcomes for the students. 

Recent research has shown promising results in using deep learning techniques, such 

as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), 

for natural language understanding in ITS for computer programming education [17]. 

In [18], the authors presented an algorithm that generates feedback in the form of ques-

tions to encourage learners to reflect on their code and identify potential errors or areas 

for improvement. In [19], the authors presented a machine learning model that can au-

tomatically evaluate the quality of feedback provided by an ITS for programming edu-

cation. Analyzing further the related literature, in [20], the authors showed the imple-

mentation of an intelligent tutoring system for programming using natural language 

processing and deep learning techniques. In [21], the authors proposed a feedback 
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generation approach for code review using natural language processing techniques. In 

[22], the authors suggested developing a personalized feedback generation model for 

novice programmers based on natural language processing. In [23], the authors pro-

posed a personalized feedback generation approach for an intelligent programming tu-

toring system based on natural language processing. In [24], the authors investigated 

the use of deep learning to improve natural language understanding in ITS for program-

ming. Finally, in [25], the authors proposed an intelligent programming tutoring system 

that generates personalized feedback using natural language processing techniques. 

By incorporating a feedback evaluation component, the proposed approach can pro-

vide a more comprehensive and accurate assessment of the quality of the feedback gen-

erated by the system. This can help to ensure that the feedback provided is not only 

personalized and relevant but also effective in improving the learner's understanding of 

Java programming. This is an important addition to the existing literature and can con-

tribute significantly to the development of more effective and efficient ITS. 

3 Methods and Architecture 

The proposed system is designed for an intelligent tutoring system for Java program-

ming, but the approach can be adapted for other programming languages or domains. 

The system is intended to help learners improve their programming skills by providing 

them with personalized feedback that addresses their specific areas of weakness. The 

NLP techniques used in the system allow for a more nuanced analysis of the student's 

response and a more personalized and relevant feedback generation process. Overall, 

the system has the potential to significantly improve the quality and effectiveness of 

feedback in an ITS and help learners achieve better learning outcomes. 

3.1 Natural Language Parser 

The natural language parser component can use various NLP techniques such as tokeni-

zation, part-of-speech tagging, and dependency parsing to analyze the learner's com-

ments.  

It can identify the main topic of the comment, extract key concepts, and understand 

the relationships between different words in the comment. This information can then 

be used to generate personalized feedback for the learner. The natural language parser 

component can also take into account the learner's background knowledge, learning 

history, and other contextual information to provide more relevant and effective feed-

back. 

The natural language parser component is crucial in understanding the learner's input 

and extracting the relevant information needed for generating personalized feedback. 

In the case of Java programming, the parser needs to identify the code snippet or con-

cept being referred to by the learner's input and interpret it in a way that the feedback 

generator can use to provide accurate and helpful feedback. For example, the learner 

may ask “What is the purpose of the ‘public static void main (String[] args)’ method in 

Java?” or “Why is my code not compiling?”. The natural language parser component 
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can then analyze these comments and extract information, such as the concept or code 

snippet being referred to, and use this information to generate appropriate feedback. 

The user interface is an important component of the ITS, as it is the primary point of 

interaction between the learner and the system. A well-designed user interface should 

be easy to navigate, visually appealing, and intuitive to use. The text box provided for 

the learner to input their comments or questions should be prominently displayed and 

labeled clearly. Additionally, the system can provide suggestions or prompts to the 

learner to help guide them in formulating their comments or questions, which can make 

the input process more efficient and effective. 

The architecture of this component typically involves several sub-components that 

work together to analyze the text and identify important features. The natural language 

parser is responsible for analyzing the natural language input provided by the student 

and extracting relevant information that can be used by the tutoring system to provide 

feedback. The process typically involves several steps: 

• Tokenization: A tokenizer is the first step in the process, which breaks the text 

into individual tokens or words. The input text is broken down into individual 

words or tokens, which are then stored in a list for further processing. 

• Part-of-speech tagging: The part-of-speech (POS) tagger then labels each to-

ken with its corresponding part of speech, such as noun, verb, adjective, etc. 

This helps the system identify the function of each word in the input text. 

• Named-entity recognitio: The named-entity recognizer (NER) is used to iden-

tify and classify named entities, such as person names, organization names, 

and location names.  

• Dependency parsing: The dependency parser analyzes the relationships be-

tween words in the sentence and creates a tree structure that represents the 

syntactic structure of the sentence. This can help the system understand the 

meaning of the sentence and extract relevant information. 

These sub-components work together to enable the natural language parser compo-

nent to understand the meaning of the text and extract important information from it. 

Once the natural language parser has analyzed the input text and extracted relevant 

information, the information can be passed on to the feedback generator component for 

further processing. In view of the above, the pseudocode of the Natural Language Par-

ser is as follows: 

1. Initialize the natural language parser 

2. Tokenize the input text into a list of words 

3. Apply part-of-speech tagging to the list of words 

4. Apply named-entity recognition to the list of words 

5. Apply dependency parsing to the list of words 

6. Extract relevant information, such as the main topic and key concepts, of the 

response 

7. Return the extracted information 
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3.2 Feedback Generator 

The feedback generator component is responsible for generating feedback based on the 

output of the natural language parser. It uses this output to identify the student's 

strengths and weaknesses and generates personalized feedback accordingly. The feed-

back generator can use rule-based systems, machine learning algorithms, or a combi-

nation of both to generate feedback. The system can also incorporate various teaching 

strategies such as scaffolding, prompting, and explaining to enhance the feedback gen-

erated. For example, if the system identifies that the student is struggling with a partic-

ular concept, the feedback generator might provide additional resources or examples to 

help the student better understand that concept. 

The feedback generator component is responsible for generating feedback based on 

the information provided by the natural language parser. The process typically involves 

the following steps: 

• Analysis of the input information: The feedback generator analyzes the infor-

mation extracted by the natural language parser to identify the key concepts 

and ideas presented by the student. This involves using natural language pro-

cessing techniques to identify topics and relationships between words in the 

input text. 

• Identification of strengths and weaknesses: Based on the analysis of the input 

information, the feedback generator identifies areas where the student has 

demonstrated a strong understanding of the material, as well as areas where 

the student may need further clarification or explanation. For example, if the 

learner has demonstrated a good understanding of object-oriented program-

ming concepts but struggles with Java syntax, the feedback generator might 

provide additional resources or examples to help the learner improve their syn-

tax skills. Similarly, if the learner has demonstrated good problem-solving 

skills but struggles with debugging code, the feedback generator might pro-

vide additional examples or resources on debugging techniques. 

• Generation of feedback: Using the information gathered in the previous steps, 

the feedback generator generates feedback that is tailored to the student's spe-

cific needs and level of understanding. The feedback may include suggestions 

for improvement, examples to illustrate key concepts, or explanations of dif-

ficult concepts. his feedback is tailored to the individual needs of the learner 

and provides suggestions for improvement based on their specific strengths 

and weaknesses. The feedback can take various forms, such as textual expla-

nations, examples, or links to additional resources. The feedback generator 

may also provide positive reinforcement to the learner, highlighting areas 

where they are doing well and encouraging them to continue to build on their 

strengths. The ultimate goal of the feedback generator is to help the learner 

improve their understanding and mastery of the subject matter. 

Once the feedback has been generated, it can be presented to the student for review 

and evaluation. The feedback evaluator component is responsible for analyzing the ef-

fectiveness of the feedback and making improvements to the system based on student 

feedback. In view of the above, the pseudocode of the Feedback Generator is as follows: 



7 

1. Initialize the feedback generator 

2. Receive the extracted information from the natural language parser 

3. Use a rule-based system to generate personalized feedback for the student 

4. Return the generated feedback 

3.3 Feedback Evaluator  

The feedback evaluator component is crucial for improving the overall effectiveness of 

the intelligent tutoring system. By collecting feedback from the student and analyzing 

the quality of the feedback provided, the system can make adjustments to its approach 

to better meet the needs of the student. This helps to ensure that the feedback provided 

is effective and helpful, ultimately leading to improved learning outcomes. For exam-

ple, if the system receives feedback that a particular piece of feedback was not helpful, 

it might adjust its approach for providing feedback on that topic in the future. 

The feedback evaluator component is responsible for evaluating the effectiveness of 

the feedback generated by the system and making improvements to the system based 

on student’s feedback. The process typically involves several steps: 

• Collection of feedback: This process involves collecting feedback from the 

student on the feedback provided by the system. This can be done through 

various methods such as surveys, questionnaires, or direct feedback in the user 

interface of the intelligent tutoring system. The feedback collected can include 

the student's opinion on the usefulness of the feedback, whether it addressed 

their needs, and suggestions for improvement. 

• Evaluation of feedback: The feedback evaluator evaluates the quality of the 

feedback using a predefined metric, such as a Likert scale or a qualitative anal-

ysis of the feedback. This helps the system identify areas where the feedback 

could be improved. 

• Incorporation of feedback: Based on the results of the evaluation, the feedback 

evaluator makes improvements to the system, such as adding new examples, 

clarifying explanations, or modifying the feedback generation algorithm. 

• Iteration: Refers to the process of revising and improving the feedback evalu-

ator's recommendations. This process typically involves re-analyzing the input 

information, identifying any additional strengths and weaknesses, and gener-

ating new feedback that addresses the student's individual needs more effec-

tively. 

By continually evaluating and improving the feedback provided by the system, the 

feedback evaluator helps ensure that the system is effective in helping students learn 

and master the material. In view of the above, the pseudocode of the Feedback Evalu-

ator is as follows: 

1. Initialize the feedback evaluator 

2. Collect feedback from the student on the effectiveness of the feedback pro-

vided by the system 

3. Evaluate the quality of the feedback using a predefined metric 

4. Use the feedback and evaluation results to identify areas for improvement 
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5. Incorporate the feedback and evaluation results into the system to improve the 

quality of future feedback 

6. Return the updated system 

4 Examples of operation 

Suppose that the system receives the following response from a student who is asked 

to explain the difference between an interface and a class in Java: 

"An interface is like a blueprint for a class, while a class is an actual implementation. 

Interfaces define a set of methods that must be implemented by a class that implements 

the interface, while classes can have their own methods and properties." 

The natural language parser would process this input as follows: 

1. Initialize the natural language parser 

2. Tokenize the input text into a list of words: ['An', 'interface', 'is', 'like', 'a', 'blue-

print', 'for', 'a', 'class', ',', 'while', 'a', 'class', 'is', 'an', 'actual', 'implementation', 

'.', 'Interfaces', 'define', 'a', 'set', 'of', 'methods', 'that', 'must', 'be', 'implemented', 

'by', 'a', 'class', 'that', 'implements', 'the', 'interface', ',', 'while', 'classes', 'can', 

'have', 'their', 'own', 'methods', 'and', 'properties', '.'] 

3. Apply part-of-speech tagging to the list of words: [('An', 'DT'), ('interface', 

'NN'), ('is', 'VBZ'), ('like', 'IN'), ('a', 'DT'), ('blueprint', 'NN'), ('for', 'IN'), ('a', 

'DT'), ('class', 'NN'), (',', ','), ('while', 'IN'), ('a', 'DT'), ('class', 'NN'), etc. 

Using the extracted information from the natural language parser example above, 

the feedback generator component might generate the following feedback: 

"Great explanation! You've correctly identified that an interface is like a blueprint 

for a class and that classes are actual implementations. You also correctly noted that 

interfaces define a set of methods that must be implemented by a class that implements 

the interface, while classes can have their own methods and properties. Keep up the 

good work!" 

Suppose the student responds to the feedback with the following comment: 

"Thanks for the feedback! I think it would be helpful if you could provide more 

examples of interfaces and classes in Java." 

The feedback evaluator component would process this feedback as follows: 

1. Initialize the feedback evaluator 

2. Collect feedback from the student on the effectiveness of the feedback pro-

vided by the system: "Thanks for the feedback! I think it would be helpful if 

you could provide more examples of interfaces and classes in Java." 

3. Evaluate the quality of the feedback using a predefined metric, such as a Likert 

scale or a qualitative analysis of the feedback 

4. Use the feedback and evaluation results to identify areas for improvement, 

such as providing more examples or clarifying certain concepts 

5. Incorporate the feedback and evaluation results into the system to improve the 

quality of future feedback 

6. Return the updated system 
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Analyzing the above example of operation, it can be inferred that the natural lan-

guage parser component was able to extract the relevant information from the student's 

response, such as the difference between an interface and a class in Java. The feedback 

generator component then used this information to generate personalized feedback that 

addressed the student's needs. Finally, the feedback evaluator component assessed the 

quality of the feedback and determined whether it was helpful or not to the student. 

This is a great example of how an intelligent tutoring system can use NLP techniques 

to provide personalized feedback and support to learners. 

5 Evaluation 

The evaluation process took place for a whole academic semester during the tutoring 

of the undergraduate course of “Java Programming” in the school of engineering of a 

public university of the capital city of the country. In particular, three educators, and 

110 undergraduate students, participated in the evaluation process. All the measure-

ments of gender and age were derived from a randomly selected sample and did not 

have an impact on our research findings.  

The population was equally divided by the instructors in two groups, each of which 

had equal number of students. The first group, namely the experimental group, were 

asked to use the ITS using NLP techniques, while the second group, namely the control 

group, did not take advantage of the feedback generation module.  

User satisfaction is an important metric for evaluating the effectiveness of an intel-

ligent tutoring system that incorporates personalized feedback using natural language 

processing. To this direction, a questionnaire was used to measure users’ perceptions 

of the system's effectiveness, ease of use, and overall satisfaction.  

A t-test analysis was used to compare the mean scores of the two groups of students 

in order to determine if there is a statistically significant difference in user satisfaction 

between learners who have used the ITS that incorporates personalized feedback using 

NLP and those who have not. The t-test analysis involved the following steps: 

1. Selection of the participants: the two groups were similar in terms of their de-

mographic characteristics and academic background. 

2. Survey administration: we administered a questionnaire to both groups of learn-

ers to measure their perceptions of the system's effectiveness, ease of use, and 

overall satisfaction. 

3. Mean scores computation: we calculated the mean scores for each group on each 

of the survey questions. 

4. Conduction of the t-test: we conducted a two-sample t-test to determine if there 

is a statistically significant difference in the mean scores between the two 

groups. The t-test provided a p-value that indicated the probability of observing 

the difference in mean scores by chance alone. 

5. Interpretation of the results: If the p-value is less than the significance level (set 

at .05), then there is evidence to suggest that the difference in mean scores be-

tween the two groups is statistically significant. This would indicate that the ITS 
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is more effective at improving user satisfaction than traditional learning meth-

ods. 

Overall, the t-test analysis provides valuable insights into the effectiveness of an ITS 

that incorporates personalized feedback using NLP by comparing user satisfaction be-

tween learners who have used the system and those who have not. However, it's im-

portant to note that the results of the t-test should be interpreted in conjunction with 

other metrics such as learning outcomes and engagement metrics to provide a more 

comprehensive evaluation of the system's effectiveness. 

After the completion of the course at the end of the semester, the two groups, exper-

imental and control group, were asked to answer a questionnaire, based on a 7-point 

Likert scale ranging from (1) strongly disagree to (7) strongly agree (Table 1). 

Table 1. Evaluation questions of user satisfaction. 

Measurement Question 

System’s  

effectiveness 

1. Does the system provide feedback that is relevant and useful to your 

needs? 

2. Does the feedback help you improve your understanding and perfor-

mance? 

Ease of use 3. Is the user interface of the system easy to use? 

 4. Are the instructions clear and easy to understand? 

Overall  

satisfaction 

5. How satisfied are you with the system overall? 

6. Would you recommend the system to others? 

 

The responses to the aforementioned questions provide valuable insights into the 

user experience of the ITS and help identify areas for improvement. User satisfaction 

provides valuable feedback on the usability, effectiveness, and overall satisfaction of 

the system, which can be used to improve the system's design and functionality. 

A statistical hypothesis test was used to assess the proposed system more thoroughly. 

The 2-tailed t-test results are presented in Table 2.  

Table 2. t-Test results. 

 Question 1 Question 2 Question 3 

 Experimental 

group 

Control 

group 

Experimental 

Group 

Control 

group 

Experimental 

Group 

Control 

group 

Mean 6.08 3.49 6.48 3.66 6.35 3.18 

Variance 0.78 0.36 0.39 0.45 0.54 0.59 

t-Stat 2.71 4.19 3.99 

P two-tail 0.0014 0.00055 0.00037 

t Critical 

two-tail 

2.03 1.83 1.90 

 Question 4 Question 5 Question 6 

 Experimental 

group 

Control 

group 

Experimental 

Group 

Control 

group 

Experimental 

Group 

Control 

group 
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Mean 5.99 3.58 6.31 3.55 6.05 3.13 

Variance 0.81 0.39 0.37 0.49 0.50 0.67 

t-Stat 2.65  4.22  3.76  

P two-tail 0.0019  0.00054  0.00041  

t Critical 

two-tail 

2.01 1.88 1.94 

 

It is recorded a significant difference between the mean values of all the six ques-

tions. The results are somehow expected as the ITS incorporates NLP techniques, and 

students realized improved learning outcomes. Since t-Test values for the six questions 

are greater than the critical t, the results suggest that our system had a significant posi-

tive effect on the students’ satisfaction. 

6 Conclusions 

This paper proposes a natural language processing-based approach to enhance feedback 

in intelligent tutoring systems for Java programming education. The proposed approach 

consists of three main components: a natural language parser, a feedback generator, and 

a feedback evaluator. The natural language parser converts learner comments into struc-

tured data that can be analyzed, while the feedback generator uses this data to generate 

personalized feedback for the learner. The feedback evaluator component then assesses 

the quality of the generated feedback and determines its helpfulness to the learner. The 

proposed approach was demonstrated through examples of operation for each of the 

three components using Java programming exercises. 

The use of natural language processing techniques has the potential to significantly 

improve feedback in intelligent tutoring systems. The proposed approach can help to 

overcome the limitations of traditional rule-based feedback generation systems, which 

may not be able to provide personalized feedback that meets the needs of individual 

learners. By leveraging natural language processing techniques, the proposed approach 

can better understand the learner's intent and provide more relevant and helpful feed-

back. Additionally, the proposed feedback evaluation component can ensure that the 

generated feedback is of high quality and actually helps the learner to improve their 

programming skills. 

Future research can further explore the use of natural language processing techniques 

in intelligent tutoring systems for programming education. One potential area of explo-

ration is the use of more advanced natural language processing technique to further 

enhance the feedback generation process. Additionally, the proposed feedback evalua-

tion component could be further refined to better assess the quality of the generated 

feedback. Overall, the proposed approach has the potential to significantly improve the 

effectiveness of intelligent tutoring systems for programming education. 
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