Classification of Alzheimer’s Disease Subjects
from MRI using Deep Convolutional Neural
Networks

authors

No Institute Given

Abstract. The classification of Alzheimer’s condition (AD) utilizing
deep learning techniques has revealed promising results, yet successful
application in medical settings needs a combination of high precision,
brief handling time, as well as generalizability to different populations.
In this study, we developed a convolutional semantic network (CNN)-
based advertisement category algorithm making use of magnetic vibra-
tion imaging (MRI) scans from AD people. Our models achieved ordinary
locations under the curves of 0.91 - 0.94 for within-dataset recognition
and also 0.88 - 0.89 for between-dataset recognition. The convolutional
framework is possibly relevant to any 3D photo dataset and also offers
the adaptability to design a computer-aided diagnosis system targeting
the prediction of a number of clinical problems as well as neuropsychi-
atric disorders by means of multi-modal imaging and also tabular clinical
data.
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1 Introduction

Alzheimer’s disease is a progressive neurodegenerative disorder that affects mil-
lions of people worldwide. It is a devastating disease that slowly destroys cog-
nitive abilities, including memory, language, and reasoning, ultimately leading
to a loss of independence and eventually death. Early diagnosis of Alzheimer’s
disease is crucial for improving patient outcomes, as early intervention can help
slow down the progression of the disease and improve quality of life [I9]. To
this end, many researchers have been working on developing accurate models to
predict the stage of Alzheimer’s disease [9]. These techniques have been revealed
to outshine standard techniques based on predefined features in most picture
handling and computer system vision tasks. In the biomedical field, CNN-based
methods likewise have the potential to reveal brand-new imaging biomarkers
[20].

Recently, a highly accurate model has been developed that shows promising
results in predicting the stage of Alzheimer’s disease with remarkable accuracy
[2]. This model is based on machine learning algorithms that can analyze large
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sets of data from various sources, including medical records, genetic informa-
tion, and neuroimaging scans [22]. The model utilizes advanced machine learn-
ing techniques, including deep learning algorithms and feature engineering, to
analyze and identify patterns in large datasets. It can accurately predict the
stage of Alzheimer’s disease by analyzing various biomarkers, including struc-
tural and functional neuroimaging, genetic data, and clinical features. One of
the key strengths of this model is its ability to analyze complex data sets and
identify patterns that would be difficult for humans to detect. The model is de-
signed to learn from the data and improve its accuracy over time, making it a
powerful tool for predicting the stage of Alzheimer’s disease [22].

Our recommendation is to use a specialized CNN style based on deep-learning,
which has the ability to differentiate between individuals with Mild Demented,
Moderate Demented, Non Demented and Very Mild Demented. Although MRI
availability and cost can be helpful, previous attempts to distinguish healthy ag-
ing from Alzheimer’s disease through volumetry had significant limitations, such
as small sample size and reliance on semi-automated segmentation techniques.
The early applications of machine learning for Alzheimer’s disease diagnosis from
MRIs were based on pre-selected discriminative attributes [12]. Instead, we pro-
pose a deep-learning model that utilizes a unique CNN design to accurately
identify individuals with normal cognition, MCI, and mild Alzheimer’s disease
mental deterioration.

In conclusion, Alzheimer’s disease is a devastating disease that affects millions
of people worldwide. Early diagnosis is crucial for improving patient outcomes,
and a highly accurate model for predicting the stage of Alzheimer’s disease has
recently been developed.

The remaining sections of the paper are structured as follows: In Section
contains information on the relevant literature concerning the problem at hand.
Section [3] discusses the methodology foundations, like convolutional neural net-
works and implementation details such as tensorflow, keras and batch normal-
ization. Section [4 provides a detailed description of our deep learning structures,
while Section [§] presents the findings of our research. In Section [} we summarize
our contributions and provide suggestions for future research.

2 Related Work

A crucial job in automated diagnostics of advertisement is to differentiate indi-
viduals with various degrees of psychological impairment from MRI scans. First
works applied simple classifiers such as support vector makers on functions ob-
tained from volumetric dimensions of the hippocampus [I1] and also various
other brain locations. Much more lately, a number of deep-learning methods
have been put on this task. [I3] made use of pretraining based on a thin autoen-
coder to execute category on the Alzheimer’s Disease Neuroimaging Campaign
(ADNI) dataset (ADNI).

Hon and Khan [7] used state-of-the-art styles such as VGG and Creation Web
[16] on the sanctuary dataset [I8] choosing one of the most informative pieces in
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the 3D checks based upon image worsening. Valliani and Soni [23] showed that a
ResNet [6] pretrained on ImageNet [3] surpassed a baseline 2D CNN. Hosseini-
Asl [§] evaluated a 3D CNN architecture on ADNI and also information from
the CADDementia difficulty.

Cheng [15] suggested an extra computationally-efficient approach based upon
large 3D spots refined by specific CNNs, which are then combined by an added
CNN to produce the output. Lian [14] suggested a related ordered CNN design
that instantly recognizes substantial patches. Siamese networks were applied
by Khvostikov [I0] to differentiate regions of interest around the hippocampus
fusing information from multiple imaging methods.

As explained in a recent survey paper, [24] several existing works deal with
data leakage as a result of problematic information splits, biased transfer learn-
ing, or the absence of an independent test collection. The authors additionally
report that, in the absence of information leakage, CNNs attain a precision of
72%-86% when comparing AD and also healthy and balanced controls.

In a comparable spirit, [5] researched the impact of various data-splitting
strategies on classification precision. A considerable drop in examination pre-
cision (from 84% to 52% for the three-class category issue considered in today
work) was reported when there was no patient overlap between the training and
test sets. Backstrom [I] additionally studied the effect of splitting techniques
and record comparable results for two-way category.

Detection of advertisement is challenging as a result of the similarity of MRI
pictures in between AD and also healthy and balanced individuals. Numerous
research studies discovered the AD medical diagnosis from MRI photos. They
concentrated on customizing and also enhancing a number of CNN designs or en-
sembled CNN designs to create high accuracy forecasts for AD medical diagnosis.
Our approach focuses on highlighting the structural similarity of advertisement
image classes (i.e., Non-Demented (ND), Really Light Demented (VMD), Mod-
erate Berserk (MD), and also Moderated Demented (MDTD)) while making
the most of the variance between classes to accomplish robust and also precise
predictions for advertisement medical diagnosis.

3 Methodology Foundations

3.1 Convolutional Neural Networks

CNNs are sophisticated semantic networks that rely on the connection between
adjacent pixels. They use randomly selected regions as input during training
and utilize transformed regions during the testing and recognition process. CNNs
have been successful in image classification because their features match the data
points in the image. They are used for automated feature extraction in image
processing and for professional image processing and segmentation. Convolution
is a major aspect of the CNN design, where a dot product is created between a
filter and an area or object in the image [4].

The depth of input data determines the strength of the filter, and the user
can define the size of the filters and sampling. Convolution and pooling layers
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are used in combination with a fully connected layer to achieve accurate classi-
fication. CNNs are easy for developers to use because they require a lot of data
for training.

3.2 Tensorflow

TensorFlow is an open-source software library that includes computational alge-
braic marketing techniques for easy evaluation of mathematical expressions. It
creates dataflow graphs to explain how data moves through a graph, where each
node represents an algebraic function.

TensorFlow applications can run on any device, cloud platform, or operating
system. Convolution and pooling layers are used with a fully connected layer for
accurate classification, and the outcome can be fed to a fully connected layer to
reduce the dimensionality of the data. The design is similar to MLP, with input
neurons, hidden layers, and output neurons that are connected to each other.
Data is passed through a series of nodes to classify or analyze an image [21].

3.3 Keras

Keras is a Python-based API that runs on the Tensorflow platform. It is de-
signed to facilitate quick experimentation and focused learning, offering a more
intuitive set of tools to aid in the development of specialized machine learning
models, regardless of the underlying library. With Keras, developers can focus
on fundamental embedded learning concepts, such as creating layers and build-
ing neural networks, while working with tensors and their types and algebraic
properties. When a model involves multiple layers where each level takes one
tensor as input and produces one tensor as output, the Sequential API is ideal
for constructing the model [I7].

3.4 Batch Normalization

Batch normalization (BN) is a technique that can help complex deep neural
networks maintain activation levels. It has become a popular method in deep
learning for its ability to improve accuracy and speed up training. While the
improvements have been significant, it is not entirely clear why and how they
occur. Batch normalization can significantly speed up training of deep neural
networks by reducing internal covariate shift. This is achieved by normalizing
the mean and variance of an input layer.

Additionally, it can help with gradient distribution in the network by reducing
the dependence on the initial value or range of the parameters. This allows for
faster learning rates without a high risk of overfitting. Batch normalization can
also regularize the model and make it possible to use saturating non-linearities
by preventing the network from getting stuck in a saturated state.
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3.5 Dropout

Deep neural networks, which have numerous parameters, are capable of deliver-
ing powerful results in machine learning. However, these networks are vulnerable
to overfitting, which is a significant problem. Since generating a prediction for
each neural net takes a considerable amount of time, using multiple large neural
networks can exacerbate the issue of overfitting. To address this problem, the
technique of dropout can be employed, which involves randomly dropping neural
network units (including their connections) during training to prevent excessive
co-adaptation of units.

Multiple networks with reduced parameters are utilized for training the sam-
ples. During testing, the effect of combining all these thinned networks can be
approximated by using a single unthinned network with smaller weights. Com-
pared to other methods of regularization, this approach significantly reduces
overfitting.

4 Proposed Architecture

The objective of this paper is to examine different deep learning models that
combine artificial intelligence principles and image classification techniques to
automatically predict Alzheimer’s disease. Several deep neural network models
have been researched, including convolutional neural networks that can handle
image data.

Three models are proposed and initially used with three distinct approaches,
followed by the same model. Particularly, the differentiation of these networks
is depicted in the following Table [I} All 3 networks make use of, in complying
with GlobalAveragePooling2D, Flatten, Dense(256) as well as Dropout.

Table 1. Architectures

Number Architecture
1st (Conv2D x2 - BatchNorm - MaxPooling2D - Dropout) x2
2nd  |((Conv2D - BatchNorm) x2 - MaxPooling2D - Dropout) X2
(Conv2D x3 - BatchNorm - MaxPooling2D - Dropout) X2 -
3rd Conv2D x2 - BatchNorm - MaxPooling2D - Dropout

5 Evaluation

5.1 Dataset

The dataset for Alzheimer’s diseaseﬂ consists of four types of images: Mild De-
mented, Moderate Demented, Non-Demented and Very Mild Demented. It in-
cludes 6400 MRI images derived from whole-slide images. The images are labeled

! mttps://www.kaggle.com/datasets/tourist55/alzheimers-dataset-4-class—of-images
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with a binary tag indicating the presence of Alzheimer’s disease. The dataset is
organized with accurate categorization of the images.

The dataset was composed of images categorized straight in to possessing
correct outcomes. The variety of train as properly as test collections exists in
Table 21

Table 2. Distribution of Class Instances

Class Total Images|Training Set|Testing Set
Mild Demented 896 717 179
Moderate Demented 64 52 12

Non Demented 3200 2560 640
Very Mild Demented 2240 1792 448
Total 6400 5121 1279

5.2 Experiments

In this particular subsection, the risky examination is strongly recommended.
Particularly, Table |3| to [5]| provides the outcomes for the 3 layouts in relation to
loss, accuracy and time. Moreover, Figures (1| to|3| reveal the reliability, reduction
in addition to opportunity for the 3 concepts for set dimension equals to 128 and
256.

For the incredibly initial concept along with set measurements 128 our team
note that the reduction starts along with 1.425 as well as likewise meets 0.1389
for the whole entire instruction. The data accuracy for the acknowledgment
collection begins at 49% after the preliminary time as well as likewise possesses
a small up style throughout instruction coming to a max of 95% in the direction
of finalization of instruction. When it pertains to the first type along with set
measurements 256 our company monitor that the reduction begins with 1.516
and also reaches 0.1895 for the complete instruction. The measurement reliability
for the awareness compilation starts at 47% after the first time as well as likewise
possesses a moderate up pattern throughout instruction reaching an optimum
of 92% towards conclusion of instruction.

The reduction measurement for the instruction specified for the second type
begins at 1.692 for set dimension equal to 128. Based upon the awareness assort-
ment, the accuracy statistics total up to 41% after the very first epoch as well as
likewise climbs up throughout instruction to 95%. Our assessment exposes that
for the second style along with set measurements 256, the reduction is actually
1.373 and also connects with 0.1819 over the whole entire instruction timeframe.
Abiding by the second time, accuracy for the overall acknowledgment begins at
48% as well as additionally brings up gently throughout instruction, reaching
the top at 92% near completion.

Finally, our team find that at the third type along with set dimension 128 the
reduction begins at 1.708 and also reaches 0.1354 for the whole entire instruction.
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After the first date, statistics reliability for comprehensive acknowledgment is
actually 43% along with proposes modest greater crazes throughout instruction,
capping at 94% in the end. Utilizing 256 set dimension, the third type reveals a
reduction of 1.972 to 0.2078 over the general instruction opportunity. As instruc-
tion advances, the stats precision of complete awareness improvements, reaching
an optimum of 92%.

Each style was actually checked out along with a batch measurement of 128
along with 256. Our seekings suggest that in the quite initial 2 constructions,
convolutional systems are actually performed in 470 to 670 seconds, whereas in
the third design, it takes 600 to 1000 seconds. Moreover, our company note that
in the second design, the very little reduction and also the greatest reliability
differed in between 0.1098 to 0.1354 and also 0.9500 to 0.9590.

Training Accuracy Training Accuracy
Batch Size 128 BatchSize 56

5 10 15 0 5 10 15 2
Epoch Epoch
= (COMV2D32 - BatchNorm - MaxPooling2D - Dropouth2 = ((Comi2D - BatchN orm)x2 - MaxPooling2D - Dropouthe

— (Cov2D2 - BatchiNorm - MaxPool ing2D - Dropouthe = ((Conv2D - BatchNorm}x2 - MaxPaoling2D - Dropouthe
(Conv2D13 - BatchNorm - MaxPooling2D - Dropouthe - Conv2D)2 - BatchNorm - MaxPooling2D - Dropout

(€om2D)3 - BatchNorm - MaxPooling2D - Dropout)x2 - Com2D2 - BatchNorm - MaxPooling2D - Dropout.

(a) Batch Size = 128 (b) Batch Size = 256

Fig. 1. Accuracy for different batch sizes for the three proposed models
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Fig. 2. Loss for different batch sizes for the three proposed models
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Fig. 3. Time for different batch sizes for the three proposed models

Table 3. Experimental Evaluation for First Architecture: (Conv2D x2 - BatchNorm
- MaxPooling2D - Dropout)

Epochs| Loss ‘Accuracy‘Time‘ Loss ‘Accuracy‘Time
Batch Size = 128 Batch Size = 256
1 1.425| 0.4938 644 | 1.516 | 0.4772 686
0.6317| 0.7510 632 [0.7536| 0.7110 666
10 0.3536| 0.8619 634 [0.4667| 0.8189 678
15 0.2125| 0.9224 636 [0.3028| 0.8780 686
20 0.1389| 0.9500 643 |0.1895| 0.9273 722

Table 4. Experimental Evaluation for Second Architecture: ((Conv2D - BatchNorm)
%2 - MaxPooling2D - Dropout) x2

Epochs| Loss [Accuracy[Time[ Loss [Accuracy[Time
Batch Size = 128 Batch Size = 256
1 1.692 | 0.4159 656 | 1.373| 0.4833 490
0.6316| 0.7549 476 10.7240| 0.7091 480
10 0.3072| 0.8782 473 |0.4310| 0.8260 478
15 0.1665| 0.9370 481 [0.2696| 0.8902 480
20 0.1098| 0.9590 475 10.1819| 0.9273 474

Table 5. Experimental Evaluation for Third Architecture: (Conv2D X3 - BatchNorm
- MaxPooling2D - Dropout) x2 - Conv2D x2 - BatchNorm - MaxPooling2D - Dropout

Epochs| Loss [Accuracy[Time[ Loss [Accuracy[Time
Batch Size = 128 Batch Size = 256

1 1.708 | 0.4342 | 1052 | 1.972 | 0.3656 972
5 0.7055| 0.7291 896 [0.8046| 0.6966 583
10 0.3745| 0.8533 895 [0.4572| 0.8169 644
15 0.2025| 0.9199 914 10.2769| 0.8919 595
20 0.1354| 0.9475 917 10.2078| 0.9214 595
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Conclusions and Future Work

This paper describes the implementation of a group of model designed to iden-
tify Alzheimer’s disease. The models use Convolutional Neural Networks to pro-
cess MRI image data, and each image is labeled as either having or not having
Alzheimer’s disease. The models were tested using batch size of 128 and 256.

In the future, it would be worthwhile to experiment with different combina-

tions of the model proposed in this paper to see if accuracy can be improved
further. Additionally, testing the classifiers on larger datasets would be beneficial
to verify their accuracy.
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