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Abstract. The advances in the Machine Learning (ML) domain, from
pattern recognition to computational statistical learning, have increased
its utility for breast cancer as well by contributing to the screening strat-
egy of diverse risk factors with complex relationships and personalized
early prediction. In this work, we focused on Ensemble ML models after
using the synthetic minority oversampling technique (SMOTE) with 10-
fold cross-validation. Models were compared in terms of precision, accu-
racy, recall and area under the curve (AUC). After the experimental
evaluation, the model that prevailed over the others was the Rotation
Forest achieving accuracy, precision and recall equal to 82% and an AUC
of 87.4%.
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1 Introduction

Breast cancer develops from the cells of the breast gland tissues. It is the most
common type of cancer that occurs in women in both developed and less devel-
oped countries. It is the most common malignancy in women with an incidence
of 12%, i.e. 1 in 8, and the second most common cause of cancer death after
lung cancer [1,26]. Although breast cancer also occurs in men, it is very rare.
The incidence of male breast cancer is less than 1% of all breast cancer cases.
In 2020, there were 2.3 million women diagnosed with breast cancer and 685000
deaths globally, according to the World Health Organization (WHO) [1,30].

Every woman should be aware of the aggravating factors that increase the
risk of developing the disease, the value of prevention, self-examination, and
early diagnosis, as well as the effectiveness of modern treatment. Age is a factor
in the occurrence of breast cancer, as most cases occur after the age of 50, while
it is rare in women under the age of 35. In addition, women who have already
been diagnosed with cancer are more likely to develop new cancer in the same
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or the other breast. Also, women in whom menstruation began at the age of
fewer than 12 years or stopped at the age of more than 55 years have a relatively
increased risk of developing the disease [9,34,44,47]. Obese women have a higher
risk of being diagnosed with breast cancer compared to women who maintain a
healthy weight. Alcohol consumption and smoking are also aggravating factors
as are estrogen and progesterone. Finally, research has shown that women with
dense breasts have an increased chance of developing cancer [29,38,39].

In the initial stage, breast cancer shows no symptoms. A palpable mass, change
in skin colour, infiltration or discharge may later appear. If a woman does not pay
attention to the aforementioned symptoms, then she may show signs of advanced
disease, such as red breast (inflammatory cancer), bone pain, and large swelling.
The diagnosis of breast cancer in the first stage or even in a pre-cancerous stage is
much more due to the awareness of women regarding the preventive control of the
breasts with clinical palpation by a doctor, mammography and ultrasound, as well
as with self-palpation. Once a suspicious tumour is found, the diagnosis is made
by taking material from the tumour for microscopic examination [41,52].

In the second half of the 20th century and up to today, there have been rapid
developments in the knowledge and treatment of breast cancer. The introduction
of screening healthy women with mammography dramatically changes the profile
of the disease and its outcome. New technologies are being added to breast cancer
imaging and diagnosis. The discovery of more and more biomarkers decodes the
heterogeneity of breast cancer, which is now classified into different groups with
different prognostic models and methods. Finally, October 25 is a day that con-
cerns all women, since it is dedicated to their fight against breast cancer [4,26,33].

Machine learning has played an important role in the medical field as it
contributes to the early prediction of various diseases complications, such as
diabetes (as classification [18,28] or regression task for continuous glucose pre-
diction [6,12]), cholesterol [20,27], hypertension [14,16], chronic obstructive pul-
monary disease [11], covid-19 [23], stroke [22], chronic kidney disease [21], car-
diovascular diseases [13,24,51], sleep disorders [36,37], lung cancer [19], liver
disease [25], and metabolic syndrome [15] etc.

In this research work, we relied on anthropometric data and biochemical
indices, which can be collected in routine blood analyses to predict the occur-
rence of breast cancer. The main contribution of this study lies in the selected
models for evaluation. Ensemble machine learning models were assessed based
on several predictors that can potentially be used as breast cancer biomarkers.
Moreover, from a methodological perspective, before the models’ evaluation, we
employed the SMOTE [10] technique to render the dataset balanced which, as
will be verified in the experiments, favoured the classifiers’ performance. Finally,
comparing our outcomes with the ones derived from a previous study in the
same dataset, it is shown that ensemble methods constitute an alternative and
highly efficient solution for breast cancer prediction.

The remainder of the paper is organized as follows. In Sect. 2, a description of
the adopted methodology is outlined. Furthermore, in Sect. 3, we discuss related
works on the topic under consideration and note the research results. Finally,
conclusions and future directions are presented in Sect. 4.
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2 Methodology

In this section, the dataset and its characteristics are described, the adopted
methodology is noted, the models have been described as well as the evaluation
metrics with which the experimental evaluation was carried out.

2.1 Dataset Presentation and Processing

A detailed analysis of the dataset, the adopted methodology for the measure-
ments capturing and the determination of the class label per subject have been
made by the authors in [45]. The dataset we relied on comes from the UCI
Machine Learning Repository [2]. There are 10 predictors, all quantitative, and
a binary dependent variable, indicating the presence or absence of breast cancer.
Specifically, the attributes are Age (years), Body Mass Index (BMI) (kg/m2) that
is associated with the subjects’ categorization as overweight and obese, Glucose
(mg/dL), Insulin (µU/mL), Homeostasis Model Assessment (HOMA), Leptin
(ng/mL), Adiponectin (µg/mL), Resistin (ng/mL) and Monocyte Chemoattrac-
tant Protein-1 (MCP-1) (pg/dL).

As for the HOMA index, it depends on fasting insulin (microU/L) and fasting
glucose (nmol/L) and determines a subject’s insulin sensitivity (low values) and
resistance (high values). The amount of Leptin is related to body fat and high
values occur in obese subjects. Adinopetiny is a factor that regulates glucose
levels, fat metabolism, and sensitivity to insulin. Elevated Resistin levels relate
to obesity (as indicated by BMI and body fat) and diabetes. The last feature,
MCP-1, is associated with cancer progression or metastasis and inflammatory
recruitment. Since, from a medical point of view, these features are significant
risk factors for breast cancer occurrence monitoring, all of them will be consid-
ered as input to prediction models.

The total number of participants is 116, of which 64 (or 55.2%) have been
diagnosed with breast cancer and 52 (or 44.8%) have not. Statistical details
about the features in the given dataset are illustrated in Table 1.

Here, for data analysis and knowledge extraction, we experimented with a
free software tool, the Waikato environment (Weka), widely exploited for data
preprocessing and predictive modelling [3]. Concerning data preprocessing, there
were no missing values so any data imputation technique wasn’t applied. More-
over, investigating the considered features-predictors no outliers were detected.
Then, we applied SMOTE technique to make the class distribution uniform. The
motivation behind the application of SMOTE is to further improve the classifiers’
discrimination ability and sensitivity in identifying both patients and healthy
subjects. SMOTE builds iteratively a class-balanced dataset exploiting a por-
tion of the minority class data to make the class distribution 50-50%. SMOTE is
preferable since it doesn’t create duplicates but new synthetic data [17] using the
k-NN method. Given that we worked on Weka, we have used the offered method
where k = 5. An algorithmic overview of SMOTE is shown in Algorithm 1 where
M = 52 (the number of instances in the minority class) and N = 24% (percent-
age of minority instances that will be used for creating the new instances for
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Table 1. Statistical description of the features in the dataset.

Attribute Description

Min Max Mean±stdDev

Age 24 89 57.3±16.1

BMI 18.37 38.58 27.58±5.02

Glucose 60 201 97.79±22.52

Insulin 2.432 58.46 10.01±10.07

HOMA 0.467 25.05 2.69±3.64

Leptin 4.311 90.28 26.61±19.18

Adiponectin 1.656 38.04 10.18±6.84

Resistin 3.21 82.1 14.73±12.39

MCP-1 45.843 1698.44 534.65±345.91

class balancing), thus S = 12 new instances are created. Note that the statisti-
cal description of the balanced dataset was omitted to be referred to since there
was no significant difference from the information presented in Table 1.

Algorithm 1. SMOTE
Input: M (minority class sample size), N (% of synthetic minority samples for class
balancing), k = 5 (number of nearest neighbors), ssyn synthetic instance;
Choose randomly a subset S of the minority class data of size S = N

100
M (synthetic

minority data ratio) such that the class labels are balanced;
for all si ∈ S do

(1) Find the k = 5 nearest neighbours;
(2) Randomly select one of the k = 5 NNs, called ŝi;
(3) Calculate the distance di,k = ŝi −si between the randomly selected NN ŝi and
the instance si;
(4) The new synthetic instance is generated as ssyn = si + δdi,k (where δ =
rand(0, 1) is a random number between 0 and 1);

end for

Repeat steps number 2-4 until the desired proportion of minority class is met.

2.2 Machine Learning Models and Evaluation Metrics

In this research work, we focused on ensemble models [49], which is a machine
learning approach that combines multiple other models in the prediction process.
More specifically, the Bagging [35] model was configured to have as a base clas-
sifier the Random Forest (RF) [40], the Stacking [50] method was set to combine
the base classifiers RF and J48 [46] model, and as a meta classifier the Logistic
Regression (LR) [43] model and the Voting [35] method considered the same
based models with the stacking, but at the final step averages the probabilities
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to predict the class (soft voting). Finally, Rotation Forest [48] was set up to use
Principal Component Analysis for features transformation and the RF as a base
classifier.

To evaluate the performance of ML models, we applied 10-fold cross-
validation ensuring also that one class (of either non-patients or patients) is
not over-present in the test or train data. Also, we relied on metrics commonly
used in the ML field, namely accuracy, precision, recall, and AUC. Note that
the final score in each metric is derived by averaging the scores from all folds.
The definition of these metrics is based on the confusion matrix consisting of
the elements true positive(Tp), true negative (Tn), false positive (Fp) and false-
negative (Fn) [31]. Hence, the aforementioned metrics are defined as follows:

– Accuracy:

Accuracy =
Tn + Tp

Tn + Fn + Tp + Fp
(1)

– Precision:
Precision = α1

Tp
Tp + Fp

+ α2
Tn

Tn + Fn
(2)

– Recall:
Recall = α1

Tp
Tp + Fn

+ α2
Tn

Tn + Fp
(3)

– To evaluate the distinguishability of a model, the AUC is exploited. It is a
metric that varies in [0, 1].

It should be noted that (2), (3) capture the weighted average precision and
recall. In both equations, the first term concerns the class “Yes” while the latter
relates to the class “No”. Generally, if the dataset instances are distributed non-
uniformly among the two classes the weights α1 = 44.8%, α2 = 55.2% will be
different and specifically α1 �= α2 �= 50%. In this study, we have used SMOTE
technique to acquire a balanced dataset, therefore, α1 = α2 = 50%.

3 Results and Discussion

This section provides a brief overview of the related works on the topic under
consideration and notes our experimental results. Observing Table 2, the most
common ensemble models are assessed in terms of accuracy, precision, recall and
AUC. Also, in the context of our analysis, the selected models were evaluated
before and after the application of class balancing using SMOTE. As the results
witnessed, the use of SMOTE raised the models’ performance metrics by around
5%. The suggested model is Rotation Forest (after SMOTE) which indicated
Accuracy, Precision and Recall of 82% and AUC of 87.4%.

Now, let us focus on a recent study that experimented with the same dataset.
The proposed model in study [7] is Support Vector Machine (SVM) combined
with an extra-trees model for feature selection that performed Accuracy equal
to 80.23%, Precision and Recall of 82.71% and 78.57%, correspondingly, and an
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Table 2. Performance Evaluation of Ensemble Models.

Ensemble Models Accuracy Precision Recall AUC

Balanced UnBalanced Balanced UnBalanced Balanced UnBalanced Balanced UnBalanced

Random Forest 0.773 0.724 0.774 0.723 0.773 0.724 0.867 0.807

Voting 0.805 0.698 0.805 0.697 0.805 0.698 0.867 0.800

Bagging 0.804 0.767 0.805 0.768 0.805 0.767 0.870 0.822

Stacking 0.818 0.741 0.816 0.741 0.816 0.741 0.872 0.806

Rotation Forest 0.820 0.775 0.820 0.775 0.820 0.776 0.874 0.824

AUC of 78%. Comparing the prevailing model of work [7] with the suggested
model in this study, it is shown the prevalence of ensemble model Rotation Forest
against SVM in all metrics.

At this point, we will pay attention to works that study breast cancer exploit-
ing different datasets from the ones considered above. In the paper [8], the
authors compared the predictive accuracy of the Naive Bayes (NB) classifier
and k-Nearest Neighbour (k-NN) for breast cancer classification using cross-
validation. The experimental results showed that the k-NN gives the highest
accuracy (97.51%). Moreover, in [5], the authors implemented three machine
learning models, namely Decision Tree (DT), Support Vector Machine (SVM),
and Artificial Neural Network (ANN), for predicting breast cancer recurrence
and comparing them in terms of accuracy, sensitivity and specificity. The SVM
model prevailed in all the aforementioned metrics.

Similarly, in [32], the authors compared five supervised ML models, namely
SVM, k-NN, RF, ANN and LR. The results revealed that the ANN achieved the
highest accuracy, precision, and F1-score of 98.57%, 97.82%, and 98%, respec-
tively, whereas the accuracy of 97.14%, the precision of 95.65%, and F1-score of
97% were obtained by the SVM. Finally, in [42], a performance comparison is
performed between SVM, DT, NB, and k-NN models on the Wisconsin Breast
Cancer dataset for breast cancer risk prediction using the WEKA tool. The
experimental results showed that SVM achieved the highest accuracy of 97.13%
with the lowest error rate.

4 Conclusions

In the context of this work, we focused on ensemble ML models, namely RF,
Stacking, Bagging, Voting and Rotation Forest, to accurately predict subjects
with a high risk of breast cancer occurrence based on critical biochemical indexes.
Our models were compared based on the accuracy, precision, recall and AUC
metrics to reveal the most suitable one for distinguishing between patients and
non-patients. The experimental results showed that the Rotation Forest model
prevailed over the others achieving accuracy, precision and recall equal to 82%
and an AUC of 87.4% after the SMOTE technique with 10-fold cross-validation.
In future work, we intend to follow an alternative path for detecting cancerous
tumours by focusing on X-ray images and, thus exploiting efficient processing
techniques from Computer Vision, Image Processing and Deep Learning.
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