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Abstract—Sentiment analysis, a critical branch of Natural
Language Processing (NLP), is pivotal for uncovering the emo-
tional undertones within textual data, thereby revealing public
sentiments on diverse topics. This study conducts a comparative
analysis of two prominent sentiment analysis tools—VADER, a
lexicon and rule-based approach, and RoBERTa, a transformer-
based deep learning model. It focuses on their efficacy in
analyzing tweets related to climate change, a topic of global
significance that elicits a wide range of public opinions. The
nuanced and dynamic nature of social media language poses
unique challenges, particularly in contexts such as climate change
discussions. We assess how effectively each model discerns posi-
tive, neutral, and negative sentiments across different categories
of climate change-related tweets, delineated into Pro, Neutral,
News, and Anti stances. Our findings indicate that RoBERTa
generally outperforms VADER in capturing contextual nuances
and providing detailed sentiment classifications. This detailed
capability allows RoBERTa to better reflect the complex public
opinions on climate change, offering this way invaluable insights
to policymakers, researchers, and environmental advocates. This
study not only aids in better understanding and engaging with
public discourse on social media but also highlights the potential
of advanced NLP tools in shaping environmental communication
and policy formulation.

Index Terms—Sentiment Analysis, Climate Change, Twitter,
VADER, RoBERTa, Natural Language Processing, Social Media
Analysis, Opinion Mining, Machine Learning, Text Mining,
Computational Linguistics

I. INTRODUCTION

Sentiment analysis, or opinion mining, is a critical field
within Natural Language Processing (NLP) that focuses on
identifying and categorizing opinions expressed in textual data.
The primary goal of sentiment analysis is to ascertain the
emotional tone behind words, which aids in understanding
authors’ attitudes, feelings, and opinions [22]. This field
has experienced significant growth due to the proliferation
of digital communication, meeting the needs of businesses,
researchers, and policymakers to swiftly and accurately gauge
public sentiment [36], [38].

Methodologies in sentiment analysis are typically cate-
gorized into rule-based, machine-learning, and hybrid ap-
proaches. Rule-based systems utilize manually generated lin-
guistic rules and predefined sentiment dictionaries. Although
these systems are straightforward and interpretable, they often
struggle to capture the nuanced expression of human emotions.
Machine learning approaches, such as support vector machines
(SVM), Naive Bayes, logistic regression, and advanced tech-
niques involving deep learning models like Recurrent Neu-
ral Networks (RNN) and transformers such as Bidirectional
Encoder Representations from Transformers (BERT), offer
improvements by learning from data [40]. However, their
effectiveness heavily depends on the quality and representa-
tiveness of the training datasets [2], [3], [39].

Twitter’s ubiquity as a platform for real-time public expres-
sion makes it an ideal dataset for sentiment analysis, especially
concerning global issues like climate change. The platform’s
rapid information dissemination capabilities and broad user
engagement provide a rich dataset of public opinions, present-
ing unique opportunities and challenges for sentiment analysis
[5], [8], [9], [23]. Twitter’s structure allows for the capture of
spontaneous and immediate reactions to global events, offering
a live pulse on public sentiment that is unrivaled by other
platforms.

Existing sentiment analysis models struggle with the com-
plexity of social media language and the rapid evolution of
online discourse [20], [21], [24]. There is a need for models
that more accurately reflect the subtleties and dynamism of
language used on social media, particularly in contexts like
climate change, where public opinion is diverse and continu-
ally evolving.

This research contributes to the field of sentiment analysis
in several key ways:

• We compare the effectiveness of two fundamentally dif-
ferent sentiment analysis models: VADER, a lexicon and
rule-based approach, and RoBERTa, a transformer-based
model, in analyzing sentiments expressed in tweets about
climate change.979-8-3503-2771-7/23/$31.00 © 2023 IEEE



• We investigate the impact of feature selection techniques
on the performance of these models to identify which
approaches best capture the nuances of social media
language.

• By analyzing climate change-related tweets, we extract
key themes and trends, providing insights into public
sentiment that can inform policy decisions, guide commu-
nication strategies, and assist environmental organizations
in their advocacy efforts.

These contributions aim to enhance understanding of public
sentiment on climate change, offering tools and insights that
can be applied by policymakers, businesses, and researchers
to better interpret and respond to public opinion [11], [15].
By providing a more granified view of how different groups
perceive climate issues, our findings can help tailor com-
munication and policy strategies that are more effective and
resonant with diverse audiences. Additionally, the insights
derived from our analysis could guide businesses in making
informed decisions about green practices and sustainability
initiatives that align with public sentiments.

The remainder of this paper is organized as follows: Section
II reviews related work, highlighting existing sentiment analy-
sis techniques and the evolution of models applied to climate
change discourse on social media platforms. Section III pro-
vides a detailed explanation of the methodology, outlining the
specific architectures and configurations of the VADER and
RoBERTa models, as well as the preprocessing techniques and
feature selection methods employed in this study. Section IV
presents the experimental results, comparing the performance
of both models on climate change-related tweets and evalu-
ating the impact of sentiment categories and feature selection
on model accuracy. Finally, Section V concludes the paper by
summarizing the key findings, discussing their implications for
sentiment analysis in climate change discourse, and proposing
future research directions to enhance model robustness and
sentiment detection on social media. This structured approach
ensures detailed research coverage and its contribution to
Natural Language Processing and sentiment analysis.

II. RELATED WORK

As climate change continues to be a critical global issue,
understanding public sentiment and discourse surrounding it
becomes increasingly important. Sentiment analysis, particu-
larly through social media platforms such as Twitter and Face-
book, serves as a key tool in capturing this public sentiment. It
allows researchers to analyze and interpret the emotional tone
and prevailing attitudes found in online discussions, providing
insights into the collective public consciousness [41].

Research consistently indicates that discussions about cli-
mate change on social media are predominantly negative.
Public expressions often reflect concern, anxiety, and fear
about the planet’s future, with sentiments intensifying during
extreme weather events or following significant climate-related
news [10]. These observations suggest that such events act
as catalysts, amplifying public concern and engagement in
environmental discourse.

Geographic analysis further reveals variations in sentiment
by region, particularly in areas directly impacted by climate
events like hurricanes or wildfires, where negative sentiment
is markedly higher. This geographical disparity underscores
the profound influence of direct environmental experiences on
public sentiment [5]. The analysis extends to longitudinal stud-
ies, which highlight fluctuations in public mood in response
to environmental reports or policy announcements. Peaks in
sentiment during these events indicate the public’s heightened
concern at critical moments, potentially informing the strategic
decisions of policymakers and environmental organizations
[25].

Social media platforms not only serve as vital forums for
disseminating scientific information and expressing personal
opinions but also as arenas for mobilizing climate action.
Emotionally charged content—whether about extreme events,
personal narratives, or urgent calls to action—tends to engage
users more significantly, leading to broader sharing and dis-
cussion. However, skepticism and denial about climate change
also prominently feature in the discourse, often polarizing
public opinion and presenting challenges in communication
strategies [7].

Network analysis provides insights into how information
about climate change proliferates across social media, identi-
fying key influencers such as environmental NGOs, scientists,
and journalists. These individuals and groups play crucial
roles in shaping discourse and amplifying key messages, thus
influencing public perceptions and actions concerning climate
change [44].

Advanced techniques such as Latent Dirichlet Allocation
(LDA) are employed to categorize tweets on climate change,
revealing prevalent topics like ”renewable energy,” ”policy and
regulation,” and ”climate science” [12]. These topics reflect
the broad spectrum of issues that engage the public and
influence conversations on social media, illustrating the diverse
aspects of climate change that captivate and concern the global
community [18].

In summary, while sentiment analysis via social media
offers a valuable lens for observing the global narrative on
climate change in real time, it also presents several challenges.
These include the complexity of language, the rapid evolution
of online discourse, and the need for sophisticated analytical
techniques to parse and understand vast amounts of data
accurately [4]. This paper underscores the role of advanced
analytical techniques in identifying and interpreting public
sentiment, offering essential insights that can assist stakehold-
ers in crafting more responsive and informed environmental
policies and strategies.

III. METHODOLOGY FOUNDATIONS

In this study, we employ the RoBERTa model to analyze
tweets related to climate change, refining its capabilities on
a dataset of sentiment-labeled tweets. This strategic choice
leverages RoBERTa’s advanced capacities for high-precision
sentiment classification, particularly adept at unraveling the
complexities of social media text. By leveraging this model,



we aim to provide a nuanced and profound insight into
public sentiment towards climate change, facilitating a deeper
understanding of how public opinion forms and evolves in
response to various climatic events and news.

A. VADER: Lexicon and Rule-Based Sentiment Analysis

VADER (Valence Aware Dictionary for sEntiment Reason-
ing) is a lexicon and rule-based tool designed specifically for
the sentiment analysis of social media texts, such as tweets. It
combines a sentiment lexicon with a set of grammatical rules
to effectively evaluate the sentiment of short texts. Renowned
for its simplicity and efficiency, VADER is particularly adept at
capturing textual nuances such as capitalization, modifiers, and
conjunctions, making it ideal for real-time sentiment analysis.
This model has demonstrated robustness and reliability across
various contexts, including microblogging platforms and social
media, and is widely favored for preliminary sentiment assess-
ments. VADER’s unique ability to quickly process and analyze
large volumes of data in real-time makes it an invaluable tool
for the initial screening and analysis of sentiments in tweets
[17].

B. RoBERTa: Enhanced Transformer Model for Deep Contex-
tual Understanding

RoBERTa, an enhanced version of BERT (Bidirectional
Encoder Representations from Transformers), is optimized
for complex language understanding tasks. It improves upon
BERT by training on a larger corpus and adjusting key
hyperparameters, such as batch size and learning rates. This
model excels at capturing deep contextual relationships within
text, making it particularly effective for detailed sentiment
analysis. In this research, RoBERTa was fine-tuned on a
specific dataset to boost its efficacy in classifying sentiments
expressed in social media text, often involving nuanced and
context-dependent emotions. The enhancements in RoBERTa
allow for a more detailed understanding of sentiment, enabling
the model to capture subtle expressions of emotion that are
crucial for accurately gauging public opinion on sensitive
issues like climate change [27].

C. Preprocessing Techniques

The preprocessing of text data is a critical step in preparing
inputs for sentiment analysis, involving multiple stages aimed
at cleaning and standardizing the data for optimal analytical
outcomes [13]. The detailed steps include:

1) Data Cleansing: This step involves the removal of punc-
tuation, special characters, and numbers from the text.
Such elements are typically non-contributory towards
sentiment analysis, and their removal ensures the text
is free from extraneous noise, thereby readying it for
further processing [14].

2) Tokenization: This process segments the text into
smaller units, or tokens, using both word-level and
sentence-level tokenization. Tokenization is essential for
capturing the granularity of sentiment and preparing the
text for more nuanced analysis [19], [29].

3) Stop Words Removal: Commonly occurring words
that generally do not carry significant meaning, such
as ”the”, ”is”, and ”at”, are removed. This reduces
the data’s dimensionality and focuses the analysis on
more impactful content, crucial for accurate sentiment
assessment [16], [29].

4) Lemmatization and Stemming: Both techniques are
employed to reduce words to their base or root form.
Lemmatization considers the context and converts words
to their meaningful base forms, while stemming cuts
off the ends of words. We specifically utilize the Porter
Stemmer, a well-established method known for its ef-
ficiency and effectiveness in reducing words to their
stems [34], [35]. Although stemming, particularly with
the Porter algorithm, is more aggressive than lemmati-
zation, it is particularly useful in handling large datasets
as it significantly reduces the computational complex-
ity involved in processing the text. Employing these
methods enhances the consistency and accuracy of the
data analysis, allowing for more effective processing of
textual data for sentiment analysis [6], [19], [28].

These preprocessing steps are crucial in refining the text
data, enhancing the models’ accuracy and efficiency for sub-
sequent sentiment analysis. Each step is carefully designed to
ensure that the data fed into our sentiment analysis models is
as clean and structured as possible, maximizing the potential
for accurate and insightful results.

IV. EXPERIMENTAL EVALUATION

Understanding how different sentiment analysis tools per-
form when applied to social media discourse on climate
change is crucial for extracting meaningful insights from vast
amounts of textual data. This section details the experiments
conducted to compare the effectiveness of two prominent sen-
timent analysis models, VADER and RoBERTa, in classifying
sentiments expressed in tweets. Through a rigorous evaluation
process, we aim to discern which model better captures the
complexities of public sentiment on climate change, thereby
providing deeper analytical insights that could influence envi-
ronmental discourse and policy-making.

A. Dataset

The dataset utilized in this study comprises a carefully
curated collection of 43,943 tweets spanning from April
27, 2015, to February 21, 2018. These tweets are centered
around various facets of climate change discussions on Twitter,
providing a rich corpus for analysis [1]. Rigorous annotation
was undertaken by three independent reviewers, focusing on
the high reliability of sentiment classification, with only those
tweets receiving unanimous agreement on their sentiment cat-
egorization being retained for further analysis. This stringent
selection criterion ensures the precision and accuracy of our
dataset, which is vital for the validity of sentiment analysis.
The tweets were categorized into four distinct sentiment
groups, allowing for nuanced analysis of public opinion:



• News (2): Tweets providing factual updates about climate
change, typically linking to news articles or reports.

• Pro (1): Tweets expressing affirmative support for the
scientific consensus on anthropogenic climate change.

• Neutral (0): Tweets that discuss climate change in a
neutral or unbiased manner, without any apparent support
or denial.

• Anti (-1): Tweets that express skepticism or outright
denial of anthropogenic climate change.

B. Results

The analysis revealed distinct patterns in sentiment across
different categories of tweets, with RoBERTa generally outper-
forming VADER in detecting nuanced emotional expressions.
Table I presents the sentiment scores assigned by VADER
and RoBERTa across different tweet categories. These results
are visualized in Figure 1, which illustrates the distribution of
sentiments as analyzed by each model.

Both models reveal that the lowest positive sentiment is
associated with Anti tweets, indicating a consistent negative
tone in this category. VADER shows the highest positive
sentiment on neutral tweets, whereas RoBERTa peaks for Pro
tweets, illustrating a variance in how each model interprets
positive sentiment within these contexts. Moreover, RoBERTa
consistently produces higher positive sentiment scores across
all categories compared to VADER, suggesting its heightened
sensitivity to positive sentiment nuances.

VADER displays uniformly high neutral sentiment scores
across all categories, consistently ranging between 0.8 and
0.85. Conversely, RoBERTa shows more significant variation,
with news tweets receiving the highest neutral scores at 0.6
and reaction tweets the lowest at 0.4. This indicates that
VADER treats tweets more homogeneously neutral, applying
similar neutrality scores regardless of content type. In contrast,
RoBERTa registers more nuanced differences in neutrality,
reflecting its ability to capture subtler variations in tone and
context across different tweet categories.

Regarding negative sentiment, both models agree that Anti
tweets exhibit the highest negative sentiment, emphasizing
a shared detection of negativity in this category. However,
RoBERTa assigns higher negative sentiment scores across all
categories than VADER, with a notably higher score for Anti
tweets (0.5 compared to VADER’s 0.12). This suggests that
RoBERTa has a more robust capability for detecting negative
sentiment, particularly in Anti tweets, reflecting its greater
sensitivity to the intensity of negative emotions.

These results underline the differences between rule-based
and transformer-based models in detecting and quantifying
sentiment. The evaluation reveals a distinct performance gap
between RoBERTa and VADER, with RoBERTa demonstrat-
ing a more favorable interpretation of supportive content and
a more nuanced recognition of objective or factual informa-
tion in news tweets. RoBERTa’s performance suggests that
transformer-based models may be more adept at capturing
subtleties in emotional tone more effectively than rule-based

models, providing a more refined evaluation of sentiment
across diverse tweet types.

C. Discussion

The evaluation highlights significant differences in how
VADER and RoBERTa interpret and classify sentiments within
tweets about climate change. RoBERTa’s superior capability
to detect nuanced sentiments, particularly in the Pro and News
categories, suggests its potential for providing deeper insights
into public discourse, which is critical for shaping informed
environmental policies.

1) Influence of Psychological and Societal Factors on Sen-
timent: The analysis also sheds light on the complex interplay
of psychological and societal factors that influence public
sentiment towards climate change. For instance, the positive
sentiment among individuals indifferent to climate change
often stems from a lack of concern or disbelief in the severity
of the issue. Factors such as complacency, optimism bias, and
exposure to misinformation play significant roles in shaping
these attitudes [7], [26], [30], [42].

Optimism bias and complacency, where individuals believe
that climate change will not personally affect them, can lead
to a dismissive attitude towards proactive measures [42].
Additionally, the media’s portrayal of climate change as a
distant issue may reinforce such indifference [7]. On the other
hand, coping mechanisms that involve maintaining a positive
outlook despite the looming crisis highlight how psychological
strategies influence public perception and discussion around
climate change [37].

2) Polarization Between Supporters and Sceptics: The neg-
ative sentiment expressed by both supporters of climate change
action and sceptics is emblematic of the polarized nature of
this debate. Supporters often feel frustration and despair due
to the slow pace of action and the continuous opposition,
which can intensify negative emotions and advocacy efforts
[33], [43]. Conversely, sceptics’ distrust towards the scientific
consensus and perceived threats to economic interests or
personal freedoms fuel their negative sentiments [26], [31].

This polarization is crucial for understanding the broader
discourse dynamics, as it not only affects individual senti-
ments but also influences collective action and policy-making.
Recognizing these underlying sentiments can aid policymakers
and environmental organizations in crafting strategies that
address both the concerns of supporters and the skepticism
of detractors.

3) Implications for Sentiment Analysis Tools:: The find-
ings from this study underscore the importance of select-
ing appropriate sentiment analysis tools that can accurately
interpret complex and context-dependent public sentiments.
Transformer-based models like RoBERTa, with their advanced
capabilities to handle nuanced language, appear more suited
for analyzing sentiments on contentious topics like climate
change, where expressions are often influenced by deep-seated
beliefs and external factors.



TABLE I
COMPARATIVE SENTIMENT ANALYSIS USING VADER AND ROBERTA FOR TWEETS ON CLIMATE CHANGE

Tweet Type VADER Scores RoBERTa Scores
Positive Neutral Negative Positive Neutral Negative

Anti 0.7 0.8 0.12 0.08 0.4 0.5
Neutral 0.11 0.8 0.04 0.13 0.5 0.3
Pro 0.09 0.8 0.05 0.15 0.45 0.35
News 0.06 0.84 0.06 0.10 0.6 0.3

(a) VADER (b) RoBERTa

Fig. 1. Distribution of Positive, Neutral, and Negative Sentiment Scores across Different Tweet Categories by VADER and RoBERTa

V. CONCLUSIONS AND FUTURE WORK

Climate change elicits a broad spectrum of emotions and
opinions, which are vividly expressed on social media plat-
forms like Twitter. Through advanced sentiment analysis tools
such as RoBERTa and VADER, this study has analyzed
tweets related to climate change, revealing distinct emotional
responses that vary significantly among different groups. The
predominant sentiment among those indifferent to climate
change is surprisingly positive, often driven by complacency,
misinformation, and psychological coping mechanisms that
frame the issue as distant and non-threatening [42]. Con-
versely, both supporters of climate action and sceptics primar-
ily express negative sentiments, albeit for different reasons:
supporters feel frustration and despair due to the slow pace of
action and opposition, while sceptics harbor distrust towards
the scientific consensus and the institutions advocating for
policy changes [31].

This study underscores the complexity of public sentiments
towards climate change and highlights the role of socio-
psychological factors in shaping these attitudes. Understanding
these dynamics is crucial for policymakers, educators, and
communicators who aim to foster a more informed and
constructive dialogue about climate change. Effective com-
munication strategies must address these diverse viewpoints
and psychological barriers to increase public engagement and
support for climate action.

Future research should explore longitudinal sentiment analy-
sis to monitor shifts in public opinion over time, particularly in
response to significant environmental events or policy changes.
This approach can provide insights into the dynamic nature of
public sentiment and help assess the impact of communication
strategies. Additionally, understanding how contextual factors
influence sentiment expression could refine strategies for en-
gaging different demographic and cultural groups.

Expanding sentiment analysis to multilingual and inter-
cultural studies would offer a more comprehensive global
perspective on climate change opinions. Such research could
inform the creation of culturally sensitive communication
strategies that resonate across diverse populations. Moreover,
advanced emotion detection models could delve deeper into
the specific emotions driving public attitudes, such as fear,
anger, or hope, enhancing the effectiveness of targeted mes-
saging.

Addressing the impact of misinformation is crucial, as
it significantly shapes public sentiment. Research focused
on the sources and spread of misinformation could lead to
more effective strategies to counter its influence and promote
scientific literacy [32]. Understanding the mechanisms through
which misinformation affects climate change perceptions and
decision-making processes can enable the design of targeted
educational and communication campaigns that more effec-
tively change minds and behaviors. Additionally, studying the
correlation between expressed sentiments and actual behav-
ioral changes could provide valuable insights into the efficacy
of interventions aimed at promoting proactive responses to
climate change.

As we advance our understanding of how sentiments to-
wards climate change are formed and evolve, it is vital to
integrate these insights into practical strategies that motivate
and sustain public engagement and action. Recognizing the
complex interplay between sentiment and behavior allows us
to design interventions that not only raise awareness but also
drive collective and individual action. By bridging the gap
between emotional responses and informed action, we can
more effectively tackle the multifaceted challenges of climate
change. Strategies that address both emotional triggers and
factual understanding can enhance resilience and adaptability
in our societies, ensuring that responses to climate change are
both swift and effective.
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