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Abstract: Adaptive educational systems are essential for addressing the diverse learning
needs of students by dynamically adjusting instructional content and user interfaces (UI)
based on real-time performance. Traditional adaptive learning environments often rely on
static fuzzy logic rules, which lack the flexibility to evolve with learners’ changing behaviors.
To address this limitation, this paper presents an adaptive UI system for educational
software in Java programming, integrating fuzzy logic and reinforcement learning (RL) to
personalize learning experiences. The system consists of two main modules: (a) the Fuzzy
Inference Module, which classifies learners into Fast, Moderate, or Slow categories based
on triangular membership functions, and (b) the Reinforcement Learning Optimization
Module, which dynamically adjusts the fuzzy membership function thresholds to enhance
personalization over time. By refining the timing and necessity of UI modifications, the
system optimizes hints, difficulty levels, and structured guidance, ensuring interventions
are neither premature nor delayed. The system was evaluated in educational software for
Java programming, with 100 postgraduate students. The evaluation, based on learning
efficiency, engagement, and usability metrics, demonstrated promising results, particularly
for slow and moderate learners, confirming that reinforcement learning-driven fuzzy
weight adjustments significantly improve adaptive UI effectiveness.

Keywords: fuzzy logic; reinforcement learning; fuzzy weights adjustment; adaptive user
interfaces; intelligent tutoring systems; adaptive learning systems

1. Introduction
Modern educational software plays a crucial role in creating individual learning

experiences, which allow each student to learn their own way. In contrast, traditional
learning environments fail to accommodate individual differences. As a result, some of the
learners face frustration, while others are not challenged at all [1]. Adaptive educational
systems address this issue by adapting content, levels of challenge, and feedback continually
based on students’ interactions with the system [2]. Such systems adapt the learning to
the individual to improve engagement, motivation, and ultimately learning. For example,
in programming courses, adaptivity is essential, as students progress at different speeds
and require different degrees of support and challenge [3]. If a system can observe how
a student interacts during their learning/exercises and includes an intelligent feedback
mechanism that can respond based on those actions, it can optimize the information
provided and ideally ensure that exercises remain challenging enough but then provide
support if needed.

In educational software, the user interface is not only visual design, but it also includes
interactive elements that directly impact learning [4]. A well-designed adaptive UI can
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modify content presentation based on student performance, thus enhancing both ease of
use and instructional efficacy. In addition to colors and layouts, the interface incorporates
adaptive hints that show up or go away depending on student need and difficulty level
adjustments that introduce more difficult challenges if students are performing well [5]. It
also includes step-by-step guidance that offers greater assistance to struggling students,
interactive feedback such as tooltips or highlighted mistakes, and layout features that
highlight critical information and remove distractions [6]. These UI adaptations are used
to foster the overall interaction in such a way that it is not only visually accessible but
also pedagogically sound [7]. A well-constructed adaptive user interface guarantees the
appropriate amount of support and challenge, providing opportunities for pupils to solve
problems independently without risking frustration or disconnection when the material
becomes too hard.

Artificial intelligence methods have gained a lot of interest lately due to the fact
that they allow educational software to evaluate the effectiveness of learning methods
in real-time and adapt instruction dynamically [8]. One effective approach is the use
of fuzzy logic, which provides a way to handle uncertainty and imprecise data, which
is common in human learning [9]. Fuzzy weights allow the system to make decisions
about adapting the UI by modeling student engagement, performance, and response time.
Instead of applying rigid rules that classify students into strict categories, fuzzy weights
make it possible to assess learning behavior on a spectrum, allowing for more gradual and
personalized adjustments. This means that the system does not assume, for example, that
if a student spends a long time on an exercise, he or she is having trouble, but rather uses
fuzzy logic to suggest that a student who takes an inordinate amount of time is “probably”
having difficulties and acts on that assumption. This adaptive approach makes educational
software more intelligent, user-friendly, and supportive without over-intervening.

While fuzzy weights improve adaptivity, static fuzzy rules may not always provide
optimal support for every student [10]. Since learners’ behaviors change over the course of
learning, this means existing adaptation mechanisms need to be improved continuously. A
fuzzy weighted system based on predetermined conditions and goals fails to capture the
changing learning status of students [11]. Dynamic adjustment of fuzzy weights, informed
by real-time student performance, ensures that the system improves its predictions and
responses [12]. By continuously refining adaptation thresholds, the system personalizes the
learning experience, making UI modifications more relevant to each individual. Without
this capability, either students would receive help too early, limiting their challenge, or
they must endure struggle too long before the system steps in. The ability to dynamically
adjust fuzzy weights facilitates adaptive learning that balances lesson difficulty and lesson
support according to student learning.

While fuzzy logic and reinforcement learning have been independently applied in
adaptive educational systems, prior work (e.g., [11]) has often relied on static fuzzy rules or
focused on broad content-level adaptation. These approaches lack the flexibility to dynami-
cally adjust user interface components in real time based on evolving student behavior.

This study addresses that gap by proposing a novel combination of fuzzy inference
and real-time reinforcement learning to continuously optimize the thresholds that govern
UI adaptation. Rather than predefining when support should be shown or challenge
increased, the system learns and refines these decisions during usage, resulting in more
personalized and pedagogically appropriate UI modifications.

This approach offers a distinct contribution to adaptive learning research by enabling
fine-grained, self-improving UI personalization, with direct application in programming
education where timely, individualized support is crucial.
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In view of the above, this paper presents an adaptive UI system for Java learning soft-
ware that uses fuzzy logic with dynamically adjustable fuzzy weights. The system consists
of two core modules: a Fuzzy Inference Module that uses triangular membership functions
to classify students based on the time they spend on exercises and a Reinforcement Learn-
ing Optimization Module that dynamically adjusts fuzzy membership function thresholds.
These modules work together to determine UI adaptations such as hints, difficulty levels,
and step-by-step guidance. By incorporating reinforcement learning, the system continu-
ously refines its adaptation logic, ensuring that students receive optimal support as they
progress. This approach enhances engagement and learning efficiency, demonstrating the
value of intelligent and dynamic UI adaptation in modern e-learning environments.

2. Related Work
Adaptive user interfaces (AUIs) have become increasingly important in educational

technology, as they enable systems to personalize learning experiences by dynamically
adjusting content, difficulty, and feedback based on user interactions. Unlike traditional
static interfaces that provide the same experience to all learners, AUIs modify their behavior
in response to real-time student performance, making the learning process more engaging
and efficient [13]. Adaptive interfaces in educational settings have been used in intelligent
tutoring systems, personalized e-learning systems, and game-based learning, using the
user behavior data to improve the learning experience [14]. An important feature of these
interfaces is their ability to provide context-sensitive support, ensuring that students receive
appropriate guidance at different stages of their learning journey. Using AUIs improves
retention, motivation, and learning efficiency by eliminating cognitive load, preventing
students from becoming either disengaged due to too much cognitive load or uninterested
because of low challenge [15–20]. Various techniques have been used to implement AUIs,
including rule-based systems, machine learning models, and reinforcement learning strate-
gies. However, a significant challenge is to determine how best to model learner behavior
and dynamically adjust interface components without having to use static heuristics.

Fuzzy logic has been widely applied in educational software as an effective way to
handle uncertainty and subjectivity in learning environments [21]. Unlike traditional classi-
fication methods, fuzzy logic allows for gradual transitions between categories, making
it particularly useful for modeling student behavior, where boundaries between learning
stages are often ambiguous. One of the most notable applications of fuzzy logic in edu-
cation is through fuzzy weights, which assign varying degrees of influence to different
learning factors, such as time spent on exercises, error rates, engagement levels, and hint
usage [22]. Using fuzzy weights, educational systems can more effectively determine when
to intervene with assistance, when to increase difficulty, and when to provide additional
feedback. Previous studies have demonstrated that incorporating fuzzy logic into adaptive
learning environments leads to better decision-making in student assessment and content
adaptation [23–28]. For example, fuzzy weights have been used in intelligent tutoring
systems to determine when a student is struggling and needs step-by-step guidance ver-
sus when they are ready for independent problem-solving. Despite these benefits, many
fuzzy-based educational systems rely on predefined static weight values, which may not
optimally reflect changing student behaviors over time. As a result, mechanisms that can
dynamically adjust fuzzy weights based on real-time learning patterns are needed.

Reinforcement learning (RL) has gained attention in educational software as a power-
ful method for optimizing adaptive learning environments [29]. Unlike supervised learning,
where models are trained on labeled data, RL allows a system to learn optimal behaviors
through continuous interaction with the user. RL has been applied in intelligent tutoring
systems to personalize learning paths, recommend educational resources, and optimize
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problem difficulty [30]. Studies have shown that RL-based adaptation improves learning
outcomes by enabling software to gradually refine its strategies based on direct feedback
from student interactions [31–36]. In particular, RL has been used to adjust the sequencing
of exercises, predict when a learner is ready for more advanced topics, and optimize feed-
back delivery to maximize engagement. Some implementations of RL in education focus on
content adaptation, where the system selects the most appropriate learning materials based
on past user performance, while others emphasize pedagogical decision-making, adjusting
instructional strategies based on learning efficiency. However, one of the challenges of
RL in education is defining appropriate reward functions and ensuring that the system’s
adaptations are pedagogically meaningful [37]. Many RL-based systems optimize broad
learning outcomes but do not fine-tune individual user interface elements, such as hints,
guidance, and difficulty adjustments, which are critical for personalized learning.

While both fuzzy logic and reinforcement learning have been explored separately in
educational contexts, relatively few studies have focused on dynamic fuzzy weight adjust-
ment using RL [38]. Fuzzy weight adjustment in education aims to refine how adaptive
systems make decisions by continuously updating fuzzy membership functions based on
real-time student behavior [39]. In conventional fuzzy logic applications, membership
functions and weight parameters are often manually set by experts, requiring prior as-
sumptions about student behavior that may not always be accurate. Dynamic fuzzy weight
adjustment, however, allows these parameters to evolve based on actual user interactions,
making the adaptation process more data-driven. Some research has explored hybrid
fuzzy-RL approaches, where RL optimizes the pedagogical strategy, but fewer works have
directly integrated RL for the fine-grained adjustment of fuzzy weights in adaptive UI
elements [40–45]. This integration is crucial because the thresholds that determine when a
UI adaptation occurs (such as when hints appear or difficulty increases) need continuous
refinement to remain effective for different learners.

Compared with previous research, this work differs by introducing a reinforcement
learning-driven approach for dynamically adjusting fuzzy weights in adaptive user inter-
faces. Instead of using static membership functions and manually assigned fuzzy weights,
the proposed system learns over time by optimizing when UI modifications should take
place. Unlike prior fuzzy-based educational systems, where intervention strategies are
predefined and remain fixed, this work ensures that thresholds for UI adaptation change
based on actual learning behavior. Additionally, while reinforcement learning has been
applied to educational content sequencing and recommendation, the use of RL specifically
to directly optimize each type of UI-specific adaptation, such as hint display, step-by-step
guidance, and difficulty adaptation, has not been attempted before. The integration of
fuzzy logic and reinforcement learning in this way enables a more flexible, personalized,
and continuously improving learning experience, making adaptive user interfaces more
effective and responsive in educational software.

3. System Architecture
The proposed system consists of two main modules, namely the Fuzzy Inference

Module and the Reinforcement Learning Optimization Module. These modules work
together to create an adaptive user interface (UI) tailored to individual learning behaviors.
In particular, the Fuzzy Inference Module is responsible for classifying students into
different performance categories based on the time they spend on exercises, using triangular
membership functions. As such, it assigns fuzzy weights that determine the level of UI
adjustments needed. However, in order to overcome the limitation of the static fuzzy logic
system to adjust to real-time variations in student behavior, the Reinforcement Learning
Optimization Module is utilized to continuously refine the membership function thresholds.
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Thus, this ensures that fuzzy weights remain accurate and responsive to individual learning
patterns. Together, these two modules allow the UI to dynamically adapt, providing a more
effective learning experience that modifies hints, guidance, and difficulty levels in a way
that best supports the learner. Figure 1 illustrates the system’s architecture.

Future Internet 2025, 17, x FOR PEER REVIEW 5 of 22 
 

 

different performance categories based on the time they spend on exercises, using trian-
gular membership functions. As such, it assigns fuzzy weights that determine the level of 
UI adjustments needed. However, in order to overcome the limitation of the static fuzzy 
logic system to adjust to real-time variations in student behavior, the Reinforcement 
Learning Optimization Module is utilized to continuously refine the membership function 
thresholds. Thus, this ensures that fuzzy weights remain accurate and responsive to indi-
vidual learning patterns. Together, these two modules allow the UI to dynamically adapt, 
providing a more effective learning experience that modifies hints, guidance, and diffi-
culty levels in a way that best supports the learner. Figure 1 illustrates the system’s archi-
tecture. 

 

Figure 1. System architecture. 

3.1. Fuzzy Inference Module 

The Fuzzy Inference Module is responsible for analyzing the time students spend on 
exercises and determining how the user interface should adapt based on this behavior. 
Unlike traditional binary classification approaches, which would set a strict time thresh-
old to classify learners, fuzzy logic allows for gradual transitions between different learner 
types. This means that instead of rigidly categorizing a student as either “fast” or “slow”, 
the system assigns a degree of membership to each category, ensuring a more flexible and 
adaptive response. 

The classification is based on triangular membership functions, which define the Fast, 
Moderate, and Slow learner categories. These categories are determined by three key 
thresholds: 

• Tlow—the maximum time a fast learner is expected to complete an exercise. 
• Tmid—the ideal time for a moderate learner to complete an exercise. 
• Tmax—the threshold beyond which a student is classified as slow. 

Each student is classified into one or more categories using triangular membership 
functions. The function for each category gradually increases or decreases based on time 
spent on an exercise. 
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3.1. Fuzzy Inference Module

The Fuzzy Inference Module is responsible for analyzing the time students spend on
exercises and determining how the user interface should adapt based on this behavior.
Unlike traditional binary classification approaches, which would set a strict time threshold
to classify learners, fuzzy logic allows for gradual transitions between different learner
types. This means that instead of rigidly categorizing a student as either “fast” or “slow”,
the system assigns a degree of membership to each category, ensuring a more flexible and
adaptive response.

The classification is based on triangular membership functions, which define the
Fast, Moderate, and Slow learner categories. These categories are determined by three
key thresholds:

• Tlow—the maximum time a fast learner is expected to complete an exercise.
• Tmid—the ideal time for a moderate learner to complete an exercise.
• Tmax—the threshold beyond which a student is classified as slow.

Each student is classified into one or more categories using triangular membership
functions. The function for each category gradually increases or decreases based on time
spent on an exercise.
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Students who complete an exercise in a short amount of time are considered fast
learners. However, the classification is not absolute—a student just above Tlow still retains
partial membership in the fast category.

µA11 =


1, x1 ≤ Tlow

Tmid−x1
Tmid−Tlow

, Tlow < x1 < Tmid

0, x1 ≥ Tmid


where:

• x1 is the time spent on an exercise.
• Membership value decreases gradually from 1 (certain fast learner) to 0.

A student who spends less than Tlow minutes on an exercise is fully classified as a fast
learner (µA11(x1) = 1).

A student who takes more than Tmid minutes is no longer considered fast (µA11(x1) = 0).
Moderate learners fall in a transition zone between fast and slow learners. The function

peaks at Tmid, meaning that students spending exactly this amount of time on an exercise
are most strongly classified as moderate learners.

µA12 =


0, x1 ≤ Tlow

x1−Tlow
Tmid−Tlow

, Tlow ≤ x1 ≤ Tmid
Tmax−x1

Tmax−Tmid
, Tmid ≤ x1 ≤ Tmax

0, x1 ≥ Tmax


The moderate category has a symmetrical shape around Tmid, meaning that students

just below or just above this value still partially belong to this group. This ensures that
students who are slightly slower or faster than expected are not abruptly reclassified.

Students who spend significantly more time on an exercise belong to the slow learner
category. However, membership gradually increases instead of being assigned abruptly.

µA13 =


0, x1 ≤ Tmid

x1−Tmid
Tmax−Tmid

, Tmid < x1 < Tmax

1, x1 ≥ Tmax


• A student spending more than Tmax minutes on an exercise is fully classified as slow.
• A student just above Tmid is partially classified as slow, ensuring a smooth transition.

The values of Tlow, Tmid, and Tmax are set based on educational research and empir-
ical observations. Typical learners exhibit different problem-solving speeds, and these
thresholds allow for a reasonable classification of students [46] (Table 1).

Table 1. Learners’ problem-solving speeds.

Threshold Example Value (Minutes) Purpose

Tlow 5 Upper boundary for fast learners
Tmid 10 Ideal time for a moderate learner
Tmax 15 Above this, students need extra support

These values are not static. While they provide an initial guideline, they are
later adjusted dynamically using reinforcement learning to better reflect real-world
student behavior.
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Each student is assigned fuzzy weights based on their membership values in the
three categories.

w11 = µA11(x1)

w12 = µA12(x1)

w13 = µA13(x1)

• A student strongly classified as fast will have w11 ≈ 1.0 and very low values for w12

and w13.
• A moderate learner will have a dominant w12, with some influence from w11 and w13.
• A slow learner will have a high w13 and near-zero w11.

3.2. Reinforcement Learning Optimization Module

The Reinforcement Learning Optimization Module is responsible for dynamically
adjusting the fuzzy membership function thresholds to ensure that the classification of
students as Fast, Moderate, or Slow learners remains accurate over time. Unlike a static
fuzzy logic system where thresholds (Tlow, Tmid, and Tmax) are predefined and fixed,
this module enables the system to evolve based on student behavior, ensuring a more
personalized learning experience.

By applying Reinforcement Learning (RL), the system continuously evaluates the
effectiveness of UI adaptations and modifies the fuzzy membership thresholds accordingly.
This ensures that fuzzy weights remain relevant to different learning speeds rather than
using manually defined parameters that may not generalize well across learners.

The RL agent’s goal is to optimize the classification boundaries of the Fuzzy Inference
Module so that adaptive UI modifications occur at the right time. The agent operates in an
episodic environment, where each episode corresponds to a student’s session interacting
with the educational software.

The state of the environment at any time step t is represented as follows:

St =
(

xt
1, Tt

low, Tt
mid, Tt

max
)

where:

• xt
1 is the time spent on an exercise at time t.

• Tt
low, Tt

mid, and Tt
max are the current fuzzy membership thresholds at time t.

The action space consists of modifications to these thresholds:

At = (∆Tlow, ∆Tmid, ∆Tmax)

Each action adjusts the fuzzy logic membership functions by increasing or decreasing
the values of the thresholds, allowing the system to refine when UI adaptations occur.

At any time step, the agent of RL chooses an action, At, to adjust the fuzzy membership
thresholds. The goal is to optimize UI interventions, ensuring that students receive help
when needed but not too soon or too late.

The action space is discrete and defined as follows:

At ∈ {(±0.5, 0, 0), (0, ±0.5, 0), (0, 0, ±0.5), (±1, 0, 0), (0, ±1, 0), (0, 0, ±1)}

where each action modifies one of the fuzzy membership thresholds by a small (±0.5) or
large (±1.0) adjustment. These specific increment values were selected based on the scale
of the fuzzy input domain (0–20 min), ensuring that adjustments are large enough to be
meaningful but small enough to avoid instability. The ±0.5 step enables fine-tuning when
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thresholds are close to optimal, while ±1.0 allows for quicker adaptation when greater
deviations are needed. This design was informed by pilot testing and ensures a practical
balance between precision and convergence speed.

The RL agent employs an ε-greedy policy to achieve a balance between exploration
and exploitation:

• The parameter ε represents the probability that the agent chooses a random action to
encourage exploration.

• The parameter 1 − ε is the probability that it selects the action that maximizes the
expected future rewards, promoting exploitation.

At = argmax
A′

Q
(
St, A′)

where Q(St,A′) denotes the expected reward associated with taking action A′ in state St.
To guide the RL agent, a reward function Rt is designed to ensure that fuzzy weight

adjustments lead to improved learning experiences. The reward function consists of four
main components:

Rt = λ1

(
Tbe f ore − Ta f ter

)
+ λ2U − λ3∑|∆T| − λ4H

where:

• Tbefore and Tafter: Measure learning efficiency improvement (time spent before and
after fuzzy threshold adjustments).

• U: Represents user engagement and performance-based feedback, which can be im-
plicit (e.g., improvement in performance) or explicit (e.g., a satisfaction rating).

• ∑|∆T|: Penalizes excessive changes in fuzzy membership functions, ensuring stability
in adaptation.

• H: Introduces a hint usage penalty, which discourages excessive reliance on system-
provided hints while ensuring timely and appropriate assistance.

The reward function is designed to:

• Encourage actions that improve learning efficiency by minimizing unnecessary
UI interventions.

• Maximize student engagement by ensuring timely assistance.
• Prevent unstable UI adjustments by discouraging large, frequent changes to fuzzy thresholds.
• Reduce over-reliance on hints by penalizing unnecessary hint activation, ensuring

that students receive guidance only when needed and do not become dependent on
system-generated hints.

The RL agent updates its policy using Q-learning, which allows it to refine its decisions
over multiple student interactions. The Q-value update equation is expressed as follows:

Q(St, At) = Q(St, At) + η

[
Rt + γmax

A′
Q
(
St+1, A′)− Q(St, At)

]
where:

• η is the learning rate, which controls how rapidly the agent updates its knowledge.
• γ is the discount factor, which defines the significance of future rewards.
• max

A′
Q
(
St+1, A′) is the best possible Q-value at the next state.

In this equation, η controls the learning rate, while γ governs the importance of future
rewards. Over time, the Q-table is iteratively updated, allowing the agent to develop an
optimal strategy for adjusting fuzzy weights dynamically.
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The initial fuzzy membership parameters (Tlow, Tmid, Tmax) were empirically set to
reflect time-based patterns observed during a pilot phase with 20 students prior to the
main experiment. These values were selected to roughly correspond to the 25th, 50th,
and 75th percentiles of completion times across typical Java exercises. This ensured that
the fuzzy categories (Fast, Moderate, and Slow) represented meaningful distinctions in
learner pacing.

For the reinforcement learning setup, the learning rate η was set to 0.2 to balance
learning speed with stability, while the discount factor γ was fixed at 0.8 to maintain
sensitivity to long-term learning outcomes without overemphasizing distant rewards.
These values were chosen based on recommendations from prior educational RL stud-
ies and validated through initial tuning experiments that monitored convergence and
adaptation responsiveness.

The RL agent requires training before it can be effectively deployed. The training pro-
cess involves simulating multiple student interactions and updating the Q-table accordingly.

The training loop consists of:

• Simulating a student’s interaction with an exercise (randomly generated time spent x1).
• Computing initial fuzzy weights based on the current membership functions.
• Applying UI modifications based on fuzzy weights.
• Observing student outcomes (e.g., Did they complete the next exercise faster? Did

they need more assistance?).
• Computing the reward Rt based on engagement and learning improvement.
• Updating the Q-table using the Q-learning rule.
• Repeating for multiple student interactions until the policy converges.

The final trained RL agent learns when to modify fuzzy membership thresholds to
improve UI adaptivity and optimize student learning experiences.

After training, the Reinforcement Learning Optimization Module directly impacts
how fuzzy logic is applied by continuously refining Tlow, Tmid, and Tmax. Over multiple
interactions, the RL agent fine-tunes the thresholds, ensuring that:

• Fast learners are not unnecessarily challenged too early.
• Moderate learners remain engaged without excessive UI changes.
• Slow learners receive help at the right moment.

Instead of manually setting the fuzzy membership function boundaries, the system
evolves dynamically, making adaptive UI modifications more accurate over time.

Concluding, the Reinforcement Learning Optimization Module enhances the adapt-
ability of the Fuzzy Inference Module by continuously refining fuzzy membership function
thresholds. By learning from real-time student interactions, RL ensures that UI interven-
tions remain timely and effective. The agent follows a Q-learning strategy, adjusting fuzzy
weights dynamically based on learning efficiency, engagement, and student feedback. Over
time, the system self-optimizes, providing a truly personalized learning experience that
evolves with each user. Figure 2 shows the flow diagram of the overall functionality of
the system.
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4. Evaluation
To assess the effectiveness of the proposed adaptive user interface system, an eval-

uation was conducted with 100 postgraduate students who used the system as part of a
structured Java programming course. The participants, aged between 23 and 50 years old,
represented a diverse population with varying levels of prior programming experience,
ranging from limited exposure to programming to intermediate proficiency in other lan-
guages before learning Java. The primary goal of this evaluation was to measure the impact
of dynamically adjusted fuzzy weights and reinforcement learning-based optimization
on student learning performance, engagement, usability, and overall effectiveness of the
adaptive UI.

This study lasted six weeks, during which students completed programming exercises
in an environment where UI changes (hints, difficulty adjustments, step-by-step guidance)
were controlled by the Fuzzy Inference Module and continuously optimized by reinforce-
ment learning. The evaluation aimed to determine whether the system effectively adapted
to different learning speeds, providing meaningful interventions without disrupting the
learning process.



Future Internet 2025, 17, 166 11 of 22

The evaluation was conducted across multiple dimensions:

• Performance-Based Evaluation (measuring completion time, error rates, and success rates).
• Engagement and Interaction Tracking (analyzing UI interactions and hint requests).
• Usability Study (surveying students on system adaptability and UI effectiveness).
• Subjective User Feedback (gathering qualitative insights from participants).

These analyses provided a comprehensive understanding of how reinforcement learn-
ing and fuzzy logic interact to enhance learning experiences.

4.1. Experimental Setup

Each participant used the Java programming learning platform, where they had to
complete a series of exercises designed to improve syntax, logic, debugging skills, and
problem-solving abilities. The exercises had a gradual difficulty, ranging from basic syntax
tasks to more complex algorithmic problems.

The system operated under two distinct phases:

• Phase 1 (Weeks 1–3): Students interacted with the system using predefined fuzzy
weights, meaning UI adaptations were based on fixed threshold values (Tlow, Tmid,
Tmax) that did not change dynamically.

• Phase 2 (Weeks 4–6): The Reinforcement Learning Optimization Module was activated,
allowing the system to dynamically adjust fuzzy membership functions based on
real-time learning behavior. This meant that thresholds evolved, ensuring that UI
modifications (hints, guidance, and difficulty changes) became more personalized.

By comparing these two phases, we measured how reinforcement learning optimized
the effectiveness of fuzzy weights over time, leading to a more adaptive and efficient
learning experience.

4.2. Performance-Based Evaluation

To determine whether the adaptive system improved learning efficiency, we analyzed
three key performance metrics:

• Time Spent on Exercises: How long students took to complete exercises before and
after UI adjustments.

• Error Rate: The average number of incorrect submissions per exercise.
• Success Rate: The percentage of exercises successfully completed without requiring

external help.

These metrics provided quantitative evidence of the system’s impact on learning effectiveness.
To strengthen the statistical reliability of the findings, each experiment was repeated

five times with randomized session data per learner category (Fast, Moderate, and Slow).
The reported values in Tables 2–5 and Figures 1–4 reflect the mean outcomes across these
runs, accompanied by standard deviation to illustrate variability. This multi-run approach
ensures that the observed improvements are consistent and not incidental, thereby provid-
ing more robust evidence of the system’s effectiveness.

Table 2. Average time spent per exercise before and after reinforcement learning-based fuzzy
weight adjustments.

Learner Category Phase 1: Avg. Time per Exercise
(min)

Phase 2: Avg. Time per Exercise
(min) Time Reduction (%)

Fast Learners 5.24 ± 0.11 5.00 ± 0.07 4.6
Moderate Learners 11.96 ± 0.11 10.64 ± 0.11 11.0

Slow Learners 17.56 ± 0.11 14.84 ± 0.11 15.5
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Table 3. Error rate reduction.

Learner Category Phase 1: Errors per Exercise Phase 2: Errors per Exercise Reduction (%)

Fast Learners 1.82 ± 0.08 1.60 ± 0.07 12.1
Moderate Learners 3.50 ± 0.07 2.70 ± 0.07 22.9

Slow Learners 6.14 ± 0.11 4.24 ± 0.11 30.9

Table 4. Success rate improvement.

Learner Category Phase 1: Success Rate (%) Phase 2: Success Rate (%) Improvement (%)

Fast Learners 92.28 ± 0.33 94.46 ± 0.21 2.4
Moderate Learners 78.88 ± 0.26 85.10 ± 0.29 7.9

Slow Learners 55.36 ± 0.36 71.16 ± 0.43 28.5

Table 5. Paired t-test results for performance metrics by learner category.

Metric Learner Category p-Value Significant (p < 0.05)

Time spent in exercises
Fast 2.40 × 10−2 Significant

Moderate 1.69 × 10−4 Significant
Slow 6.30 × 10−7 Significant

Error Rate
Fast 3.88 × 10−4 Significant

Moderate 2.25 × 10−4 Significant
Slow 4.60 × 10−7 Significant

Success Rate
Fast 3.06 × 10−6 Significant

Moderate 4.63 × 10−8 Significant
Slow 9.63 × 10−11 Significant
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4.2.1. Analysis of Time Spent on Exercises

One of the primary goals of the adaptive system was to ensure that students completed
exercises at an optimal pace—not too fast (indicating a lack of challenge) and not too slow
(suggesting difficulty or frustration). Table 2 summarizes the average time spent per
exercise before and after reinforcement learning-based fuzzy weight adjustments.

The data clearly show that slow learners benefited the most, with a 15.5% reduction
in time spent per exercise, while moderate learners improved by 11.0% (Figure 3). Fast
learners saw a minor 4.6% reduction, which suggests that the UI adaptation was more
beneficial to students who initially struggled with exercises.

4.2.2. Error Rate Reduction

Reducing the number of incorrect submissions is a critical indicator of improved learn-
ing effectiveness. The system’s adaptive hints and difficulty adjustments were expected to
help students minimize errors by providing timely support without making the exercises
too easy, as seen in Table 3 and Figure 4.

The largest improvement was observed among slow learners, with a 30.9% reduc-
tion in errors, reinforcing the idea that adaptive UI elements significantly benefited
struggling students.

4.2.3. Success Rate Improvement

One of the key indicators of the system’s effectiveness is the success rate, which
refers to the percentage of exercises that students successfully completed without requiring
external assistance, such as manual intervention from an instructor or searching for solu-
tions online. A well-adapted learning environment should provide sufficient guidance to
struggling students while maintaining an appropriate level of challenge for those who are
progressing well.

In this study, success rate improvement is defined as the percentage of exercises
completed successfully without requiring external assistance. However, it is necessary to
clarify what qualifies as external assistance to ensure a precise interpretation of the results.
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For the purposes of this evaluation, an exercise is considered successfully completed
if the student does not require instructor intervention or external resource consultation,
such as searching for solutions online. The use of system-generated hints is not considered
external assistance, provided that the student does not exhibit excessive reliance on them.

To distinguish between independent learning and over-dependence on hints, a thresh-
old was applied:

• If a student used hints for less than 30% of the exercise duration, the attempt was still
considered successful, as minimal guidance can reinforce learning without compro-
mising problem-solving abilities.

• If hints were used excessively (more than 30% of the session) or if instructor intervention
was required, the attempt was not counted as a successful independent completion.

By comparing Phase 1 (static fuzzy weights) and Phase 2 (reinforcement learning-
optimized fuzzy weights), we can assess whether dynamic adaptation improved student
success rates. The results (Table 4, Figure 5) indicate a noticeable improvement, particularly
for moderate and slow learners, confirming that adaptive UI elements are essential for
optimizing the learning experience.
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4.3. Statistical Significance Analysis

To strengthen the reliability of the experimental findings, statistical significance testing
was conducted using paired t-tests on the repeated experimental runs for each learner
category (Fast, Moderate, and Slow). The goal was to determine whether the observed
improvements in the key performance metrics—Time Spent on Exercises, Error Rate, and
Success Rate—between Phase 1 (static fuzzy weights) and Phase 2 (reinforcement learning-
optimized fuzzy weights) were statistically significant.

For each metric, five repeated runs were conducted with randomized student session
data, and the mean values were compared across the two phases using the paired t-test.
The resulting p-values are reported in Table 5.

These results confirm that the observed improvements between Phase 1 and Phase 2
are statistically significant across all learner categories and all three learning performance
indicators. Therefore, the reinforcement learning-based fuzzy weight optimization con-
tributes meaningfully to enhancing learning efficiency and student success.
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4.4. Engagement and Interaction Tracking

Beyond direct performance metrics, we also tracked how students interacted with the
adaptive UI, examining their hint usage, UI interaction time, and scrolling behavior, as
seen in Table 6 and Figure 6.

Table 6. Engagement and interaction tracking.

Metric Phase 1 Avg. Phase 2 Avg. Change (%)

Hint Requests per
Exercise 3.16 ± 0.11 2.32 ± 0.08 −26.6

UI Interaction time (s) 45.88 ± 0.26 38.88 ± 0.24 −15.3
Code scrolls per Exercise 7.08 ± 0.08 5.98 ± 0.08 −15.5
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These results suggest that students became more confident in solving exercises as
fuzzy weight optimizations improved UI personalization.

4.5. Usability Study

Students were asked to rate their experience with the system’s AUI on a 1–5 Likert
scale (Table 7).

Table 7. Students’ experiences with AUI.

Usability Factor Phase 1 Avg. Rating Phase 2 Avg. Rating Change (%)

UI Adaptability to Learning Speed 3.2 ± 1.0 4.1 ± 0.9 28.1
Effectiveness of Adaptive Hints 3.1 ± 1.0 4.0 ± 1.0 29.0

Perceived Cognitive Load Reduction 2.9 ± 1.2 3.8 ± 1.1 31.0

4.6. Discussion

The findings of the evaluation show that the adaptive user interface system, incor-
porating dynamically adjusted fuzzy weights and reinforcement learning, significantly
improved learning efficiency, accuracy, engagement, and user satisfaction. The results
confirm that a real-time, data-driven UI adaptation positively affects the learning experi-
ence, especially for students who initially faced challenges with programming exercises.
Following, we discuss these findings in detail, analyzing their implications and comparing
them to existing research.
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A key objective of the system was to optimize the time students spent on exercises,
ensuring that they neither rushed through problems without sufficient challenge nor spent
excessive time struggling without appropriate support. The results confirmed that slow
learners exhibited the greatest reduction in time spent per exercise (15.5%), followed by
moderate learners (11.0%) and fast learners (4.6%). These findings suggest that the reinforce-
ment learning-optimized fuzzy weights played a critical role in fine-tuning UI interventions,
ensuring that slow learners received more effective guidance without becoming overly
dependent on hints.

The significant reduction in error rates, particularly among slow learners (30.9%),
further validates the system’s effectiveness. The decrease in errors among moderate learners
(22.9%) and fast learners (12.1%) also indicates that adaptive UI modifications improved
students’ accuracy by providing appropriately timed hints and structured assistance. The
large improvement for slow learners suggests that reinforcement learning helped optimize
the timing and necessity of UI interventions, preventing premature hints that could reduce
engagement or delayed hints that could lead to frustration.

The success rate improvement, which measures the percentage of exercises completed
without external assistance, provides additional confirmation of the system’s impact. The
most notable increase occurred among slow learners (+28.5%), showing that adaptive hints,
step-by-step guidance, and difficulty adjustments helped them gain greater independence.
Moderate learners also demonstrated a meaningful improvement (+7.9%), suggesting that
the reinforcement learning mechanism effectively refined the balance between challenge
and support. The relatively small improvement for fast learners (+2.4%) indicates that these
students were already capable of completing exercises successfully and therefore required
fewer UI modifications.

Beyond direct performance metrics, this study also examined how students interacted
with the adaptive UI by tracking hint requests, UI interaction time, and scrolling behavior.
The 26.6% reduction in hint requests suggests that students gradually became more confi-
dent and self-sufficient, requiring less system-generated assistance over time. The 15.3%
decrease in UI interaction time indicates that students became more focused and efficient
in navigating the system, and the 15.5% decrease in code scrolling suggests improved
understanding of exercises, reducing the need to revisit instructions repeatedly.

These results reinforce the idea that adaptive UI interventions successfully guided stu-
dents while promoting independent problem-solving. Unlike traditional tutoring systems
where hints and support are either always available or fully controlled by the user, the
proposed system intelligently adjusted interventions based on real-time student behavior,
ensuring that students received appropriate support at the optimal time.

The usability study further confirmed that students perceived the adaptive UI as
highly effective, with a 28.1% increase in perceived UI adaptability and a 29.0% increase
in the effectiveness of adaptive hints. This suggests that students not only benefited from
UI modifications but also recognized and appreciated the system’s ability to personalize
their learning experience. The improvement in cognitive load ratings (+31.0%) indicates
that reinforcement learning successfully optimized fuzzy weight thresholds, reducing
unnecessary distractions and streamlining the learning process.

These findings contribute to the broader field of adaptive learning and AI-driven
personalization, demonstrating that reinforcement learning can successfully improve the
accuracy of fuzzy weight classifications, leading to more contextually relevant UI modifica-
tions. Unlike previous adaptive learning models that rely on predefined, static thresholds,
the proposed system dynamically adjusts UI interventions in response to real-time learning
behavior, ensuring a higher degree of personalization and continuous optimization.
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A key advantage of integrating reinforcement learning with fuzzy logic is that the sys-
tem becomes increasingly effective over time, learning from student interactions to refine
its decision-making process. Traditional adaptive systems often rely on pre-programmed
heuristics, which may not account for individual differences or evolving learning pat-
terns. In contrast, the reinforcement learning approach allows the system to self-improve,
ensuring long-term adaptability and effectiveness.

Compared to previous studies on adaptive educational systems [47–50], this research
introduces a novel reinforcement learning-driven approach to dynamically adjusting fuzzy
weights, leading to more precise and context-aware UI interventions. Prior research on
fuzzy logic in adaptive learning has demonstrated that fuzzy weights can effectively
model student uncertainty, but many of these approaches have relied on static membership
functions, which fail to adapt to changing learning behaviors.

Furthermore, reinforcement learning has been widely used in educational AI for
content sequencing and recommendations, but its direct application to fine-tuning UI
elements in real time remains underexplored. While previous studies have successfully
applied reinforcement learning to optimize learning pathways, this research demonstrates
that reinforcement learning can also enhance micro-level UI adjustments, such as when to
display hints, modify difficulty levels, or provide structured guidance.

The success rate improvements observed in this study, particularly the 28.5% increase
for slow learners, are notably higher than those reported in prior work using static fuzzy
logic models (e.g., [48,49]), which typically show improvements in the range of 10–15%.
This suggests that the ability to dynamically adjust fuzzy weights based on real-time
learning behavior leads to significantly greater benefits for struggling learners.

Additionally, previous research (e.g., [47,50]) has shown that adaptive UI interventions
can improve engagement, but the fine-grained optimization achieved through reinforce-
ment learning in this study surpasses the typical engagement gains found in static adaptive
systems. The 25.0% reduction in hint requests observed in this study is higher than what
has been reported in previous adaptive hinting systems [51], indicating that dynami-
cally optimizing the conditions under which hints appear leads to greater self-sufficiency
in students.

Overall, this research advances the state of adaptive learning technology by demon-
strating that reinforcement learning-optimized fuzzy logic can significantly improve learn-
ing efficiency, engagement, and success rates, particularly for students who require the
most support. These findings suggest that future adaptive learning environments should
move beyond static adaptation models and incorporate reinforcement learning to achieve a
higher degree of personalization and effectiveness.

Although the proposed system was developed and evaluated in the context of Java
programming education, the underlying methodology is not language-dependent. The
adaptive UI architecture, fuzzy classification logic, and reinforcement learning-based
adjustment mechanism can be generalized to other programming languages or educational
domains where learner behavior can be tracked through measurable indicators such as
time spent, error frequency, and interaction patterns.

However, successful transfer to other contexts may require adjustments. For example,
programming languages with different syntactic complexity or learning curves may neces-
sitate changes in fuzzy threshold values or reward structures. Similarly, non-programming
domains (e.g., mathematics, language learning) would require redefinition of behavioral
indicators and adaptation rules aligned with the domain-specific pedagogy.

Another challenge lies in the granularity of feedback and the types of UI elements that
support learning. While hints, step-by-step guidance, and difficulty scaling are applicable
to many learning environments, domain-specific adaptations would need to be carefully
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designed to preserve instructional alignment. Despite these challenges, the core approach
of dynamic fuzzy weight adjustment through reinforcement learning offers a flexible and
scalable model for adaptive learning systems across domains.

4.7. Scalability Analysis

To evaluate the scalability of the proposed adaptive user interface system, we con-
ducted a simulation-based stress test involving synthetic data for larger student cohorts
of 300 and 500 learners. Each simulated student session followed the same pipeline as
the original study: fuzzy classification based on exercise time, adaptive UI changes, and
reinforcement learning-driven threshold adjustments.

The system was tested on a standard server (Intel i7, 16 GB RAM) and measured on
the basis of three key metrics:

• Average processing time per session (including fuzzy inference and RL update),
• Memory footprint per student instance, and
• System throughput (number of students processed per minute).

Results indicated the following:

• For 300 students, the average session processing time was 0.28 s with stable memory
usage (~35 MB per student).

• For 500 students, average time slightly increased to 0.31 s, with memory remaining
below 40 MB per user.

The system demonstrated near-linear scalability, benefiting from the modular and
stateless design of both the Fuzzy Inference Module and RL Optimization Module. Since
each student session is processed independently, the architecture supports parallelization
and distributed deployment without major refactoring.

These results suggest that the system can effectively scale to support larger classrooms
or massive open online courses (MOOCs). Future work will explore deployment in cloud-
based environments to validate live multi-user scalability and load-balancing strategies.

5. Conclusions
This study presents an adaptive user interface system for Java programming edu-

cation, combining fuzzy logic and RL to dynamically adjust hints, difficulty levels, and
structured guidance. The integration of triangular membership functions and fuzzy weight
thresholds that were optimized using reinforcement learning enables the system to success-
fully personalize UI interventions, improving learning efficiency, accuracy, engagement,
and overall user experience. The evaluation demonstrated that time efficiency, error rate,
success rate, and learning independence had remarkable improvement, with moderate and
slow learners obtaining the most advantage.

The results showed that reinforcement learning optimized the timing of UI interven-
tions, ensuring that adaptive changes were neither too early nor too late, and as a result,
maximized their influence. For slow learners, this resulted in a 28.7% increase in success
rate, a 31.5% decrease in errors, and a 14.9% decrease in time spent on exercises, thereby
confirming that some well-timed interventions substantially improved the learning path of
the slow learners. Moderate learners also benefited substantially, while fast learners experi-
enced smaller but still measurable improvements. This indicates that while adaptation is
most beneficial to struggling students, personalized UI refinements still enhance overall
engagement and efficiency.

Furthermore, the system achieved a 25.0% reduction in hint requests, showing that
students gradually became more self-sufficient as reinforcement learning optimized the
timing and necessity of UI modifications. The usability study also confirmed that students
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recognized and appreciated the system’s adaptability, with a 29.0% improvement in per-
ceived effectiveness of adaptive hints and a 28.1% increase in perceived UI adaptability to
learning speed. These findings suggest that adaptive UI changes need to be personalized,
adjusted in real time, and refined over time to maintain effectiveness in their impact.

The main contribution of this work is the application of RL for fine-grained UI ad-
justment, which is fundamentally different from prior studies, which mainly incorporated
content adaptation or static fuzzy weight tuning. Unlike traditional adaptive learning
systems that utilize predefined thresholds, this system dynamically refined its classifi-
cation of learner behavior, ensuring that students received just-in-time UI modifications
suited to their evolving needs. The results show a considerable improvement of dynamic
fuzzy weight adjustment over static adaptation models regarding learning efficacy and
learners’ engagement.

While the results are positive, some limitations should be noted. First, the scope of
adaptation was limited to UI changes related to hints, difficulty levels, and structured
guidance, while other UI elements (e.g., visual organization, interface layout, accessibility
customizations) were not explored. Future adaptive learning systems should consider
expanding UI modifications to meet additional cognitive and accessibility needs.

Second, while the RL module successfully optimized fuzzy weight thresholds, it was
trained using interaction data from 100 students. While this dataset provided meaningful
insights, a larger and more diverse sample would need to be analyzed to guarantee its
generalization across programming level, learning style, and cognitive ability. Additionally,
the evaluation was conducted over six weeks, and hence, the long-term efficacy of rein-
forcement learning on UI adaptation is yet unverified. These preliminary findings suggest
that students became increasingly independent learners, but more research is required to
see how much of this improvement is enduring over time and whether or not students end
up developing long-term effective problem-solving skills.

Finally, the system mainly focused on adaptive UI modifications for Java program-
ming education, with no evidence regarding its influence in other educational contexts.
Programming is a structured way of solving problems, but different disciplines like mathe-
matics and language learning or even medical education would need different types of UI
to adapt.

As an extension of this research, future work will extend the range of UI adaptations
beyond hints and difficulty alterations. This includes personalized UI layouts, adaptive font
sizes, color schemes for accessibility, and interactive content modifications to support learn-
ers with diverse cognitive and sensory needs. Additionally, future research will explore
scaling the reinforcement learning model to larger datasets and verifying that fuzzy weight
optimization remains effective across different demographics and educational settings.

To validate the long-term impact of reinforcement learning-driven adaptive UI systems,
longitudinal studies will be performed examining an extended timeframe of students’
learning performance metrics to test whether adaptation results in long-lasting increases in
problem-solving and independent learning skills. Finally, we plan to extend this research
beyond Java programming education, applying the adaptive UI model to other subjects
such as mathematics, data science, and engineering education, where personalized UI
modifications can further enhance engagement and performance.
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