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Abstract. Convolutional Neural Networks (CNNs) have become fun-
damental to modern computer vision, delivering state-of-the-art results
in a wide range of image classification tasks. This study investigates
the binary classification of dog and cat images using custom-designed
CNN architectures, trained entirely from scratch without leveraging pre-
trained weights. Three distinct models are developed, varying in depth,
convolutional block structure, and regularization techniques, to system-
atically evaluate the impact of architectural design choices on classifica-
tion performance. Preprocessing strategies, including data augmentation
and pixel value normalization, are employed to enhance model robust-
ness and prevent overfitting. Extensive experimental evaluation on the
Dogs vs. Cats dataset demonstrates that deeper architectures, when com-
bined with batch normalization and dropout, achieve superior general-
ization and convergence behavior. The best-performing model attains a
validation accuracy of approximately 92%, confirming the effectiveness
of the proposed approach. These findings underscore the importance of
thoughtful CNN design and regularization, offering valuable insights for
future applications in automated animal recognition and real-world vi-
sual classification systems.
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1 Introduction

Image classification is a fundamental task in computer vision, underpinning a
wide range of applications such as medical diagnosis, autonomous driving, secu-
rity surveillance, and animal species identification [24127]. Traditional approaches
relied heavily on handcrafted features and classical machine learning algorithms,
including Support Vector Machines (SVMs) and Random Forests, which de-
manded extensive feature engineering and domain-specific expertise [23]. The
advent of deep learning, particularly Convolutional Neural Networks (CNNs)
[13I21], has transformed this landscape by enabling automatic feature extrac-
tion and hierarchical representation learning directly from raw images [16]. CNNs
have achieved remarkable success in large-scale challenges such as ImageNet [15]
and have become the backbone of modern computer vision systems [12J20].

A widely studied benchmark in binary image classification is the differen-
tiation between dogs and cats. Although the task appears straightforward, it
poses significant challenges due to variability in poses, fur textures, lighting con-
ditions, and occlusions [28]. The Dogs vs. Cats dataset, introduced by Kaggle,
comprises 25,000 labeled images and serves as a standard testbed for evaluat-
ing CNN architectures [6]. Its balanced nature and visual complexity make it
ideal for assessing feature extraction capabilities and generalization in binary
classification tasks.

Over the years, CNN architectures have evolved significantly, leading to sem-
inal models such as AlexNet [15], VGGNet [28], ResNet [6], and EfficientNet
[30]. These architectures utilize convolutional layers to capture spatial hierar-
chies, pooling layers for dimensionality reduction, and fully connected layers for
final classification [2]. In this study, we design and implement CNN architectures
from scratch, deliberately avoiding reliance on pretrained models, to evaluate the
intrinsic feature learning capabilities of CNNs. Various architectural and train-
ing hyperparameters, including the number of convolutional layers, filter sizes,
activation functions, and optimization strategies, are systematically explored to
optimize model performance.

Data preprocessing and augmentation are critical for enhancing generaliza-
tion and mitigating overfitting in deep learning models [3]. In this work, we
apply augmentation techniques such as random rotations, flipping, and contrast
adjustments [27], along with pixel value normalization [9], to stabilize training
dynamics and improve model robustness. Model performance is rigorously eval-
uated using key metrics such as accuracy, precision, recall, and Fl-score [23],
providing a comprehensive assessment of model effectiveness.

The main contributions of this work are as follows. First, we design and im-
plement three custom CNN architectures specifically tailored for binary image
classification without relying on pretrained networks. Second, we systematically
investigate the impact of architectural depth, batch normalization, dropout, and
data augmentation on model generalization and convergence. Third, we conduct
an extensive experimental evaluation using multiple performance metrics, pro-
viding insights into the optimization of CNN architectures for small- to medium-
scale datasets.
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The remainder of the paper is organized as follows. Section [2| reviews related
work in CNN-based image classification and highlights recent advances. Sec-
tion |3| presents the fundamental concepts underpinning our approach, including
convolutional layers, pooling layers, batch normalization, and dropout. Section [4]
describes the proposed CNN architectures, detailing their structural variations
and regularization strategies. Section [5| reports the experimental setup, dataset
characteristics, and comparative evaluation results. Finally, Section [f] concludes
the paper and outlines future research directions.

2 Related Work

The field of image classification has witnessed significant advancements driven by
the development of CNNs. CNNs have proven highly effective for automatic fea-
ture extraction and classification across a wide range of computer vision tasks,
consistently outperforming traditional machine learning approaches based on
handcrafted features [TOJI6]. A major breakthrough was achieved with AlexNet,
which won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in
2012, substantially reducing classification error rates compared to conventional
methods [I5]. This success catalyzed the development of deeper architectures,
such as VGGNet [28], ResNet [0], and EfficientNet [30], each introducing inno-
vations aimed at improving accuracy and computational efficiency.

Within the domain of binary image classification, the Dogs vs. Cats problem
has emerged as a widely studied benchmark task. Researchers have explored a
variety of CNN-based models for this challenge, experimenting with different
architectural depths, hyperparameter tuning, and regularization strategies to
enhance classification performance [7[19/27]. Early approaches predominantly
utilized shallow networks with limited layers, whereas more recent efforts have
incorporated deeper CNNs, and transfer learning methodologies to boost feature
extraction and decision-making capabilities [9]. In particular, transfer learning
with pretrained models such as VGG16 and ResNet50 has been shown to deliver
high accuracy with relatively low computational overhead [23].

A persistent challenge in deep learning for image classification is overfit-
ting, where models tend to memorize training data rather than generalize to
unseen samples [25]. To counter this, a range of regularization techniques has
been proposed, including dropout [29], batch normalization [9], and extensive
data augmentation [27]. Data augmentation methods, such as random rotations,
horizontal flipping, and color perturbations, have been widely adopted to syn-
thetically increase dataset variability, thereby improving model generalization.
Furthermore, optimization algorithms like Adam [I4] have been introduced to
accelerate convergence and enhance training stability.

Recent research has also focused on developing lightweight CNN architec-
tures capable of achieving high accuracy with reduced computational complexity.
Models such as MobileNet [§] and ShuffleNet [31] employ depthwise separable
convolutions and grouped convolutions, respectively, to significantly lower the
number of parameters while preserving performance, facilitating deployment in
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resource-constrained environments. These advancements underscore the ongoing
evolution of CNN design, aimed at balancing accuracy, efficiency, and scalability.

Building upon this extensive body of work, the present study proposes the
development of custom CNN architectures specifically designed for the Dogs vs.
Cats classification task. Distinct from transfer learning approaches that utilize
pretrained networks, our work focuses on training CNNs from scratch, systemat-
ically investigating the effects of architectural depth, regularization techniques,
and data augmentation strategies on classification performance and convergence
behavior.

3 Methodology Foundations

A clear understanding of the key components of Convolutional Neural Networks
(CNNs) is essential for designing effective deep learning models for image clas-
sification tasks. This section briefly reviews the fundamental concepts and op-
erations relevant to the proposed architectures, including convolutional layers,
pooling layers, batch normalization, and dropout, which are integral to the CNN
architectures proposed in this study.

3.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are the foundation of modern computer
vision, enabling automatic hierarchical feature extraction from raw image data.
Early layers detect simple patterns such as edges and textures, while deeper
layers capture more complex structures like shapes and object parts. CNNs are
particularly suited for image classification tasks due to their ability to learn spa-
tial hierarchies while maintaining computational efficiency [5]. Typical CNNs
consist of convolutional layers for feature extraction, pooling layers for dimen-
sionality reduction, and fully connected layers for final classification.

3.2 Convolutional Layers

Convolutional layers apply learnable filters across input images to generate fea-
ture maps, extracting spatial features essential for classification. Each convolu-
tion operation preserves local spatial relationships while reducing the number
of parameters compared to fully connected layers. Key parameters such as filter
size, stride, and padding influence the output dimensions and the receptive field
of extracted features.

3.3 Pooling Layers

Pooling layers, particularly max pooling, reduce the spatial dimensions of fea-
ture maps while retaining salient features. By selecting the maximum activation
within pooling windows, max pooling improves model robustness to small in-
put variations and reduces computational complexity, supporting efficient and
generalizable feature extraction.
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3.4 Batch Normalization

Batch Normalization (BN) stabilizes and accelerates training by normalizing
layer inputs to have zero mean and unit variance within each mini-batch. This
reduces internal covariate shift, enables higher learning rates, and improves gen-
eralization. BN has become a standard component in deep CNN architectures
to enhance convergence and performance [4]9].

3.5 Dropout

Dropout is a regularization technique that randomly deactivates neurons during
training, preventing overfitting by encouraging distributed feature learning. By
training multiple implicit sub-networks, dropout improves model robustness and
generalization to unseen data [29].

4 Proposed Architectures

To develop an effective and robust deep learning model for binary image clas-
sification, we propose three Convolutional Neural Network (CNN) architectures
specifically designed for the Dogs vs. Cats dataset. CNNs are particularly well-
suited for visual recognition tasks, as they automatically learn spatial hierarchies
of features from raw image data, reducing the need for manual feature engineer-
ing. The proposed architectures differ in depth, the number of convolutional
layers per block, and the application of regularization techniques such as batch
normalization and dropout, enabling a comprehensive evaluation of how different
design choices influence classification performance and generalization ability.

The first proposed architecture consists of three repeated convolutional blocks,
each containing three consecutive convolutional layers followed by a max-pooling
operation and a dropout layer. This deeper configuration aims to enable rich hier-
archical feature extraction while mitigating overfitting. The second architecture
introduces batch normalization after every pair of convolutional layers within
each block and maintains a slightly shallower depth, comprising four convolu-
tional blocks. The third architecture combines batch normalization and dropout
within each convolutional block, extending the network depth to five blocks to
enhance regularization and model robustness. The detailed layer configurations
of the proposed CNN architectures are summarized in Table

Figure [I] illustrates the structural differences among the proposed models,
showing how convolutional, pooling, normalization, and dropout layers are or-
ganized to progressively extract and process features for binary classification.

Overall, the first and second architectures aim to capture intricate patterns
and high-level abstractions from input images through deeper convolutional
blocks, whereas the third architecture emphasizes balancing model complexity
and robustness. By integrating extensive regularization mechanisms, the third
model seeks to achieve high classification accuracy while mitigating the risks of
overfitting. This diversity in architectural design enables a thorough analysis of
how CNN depth and regularization strategies affect performance in binary image
classification tasks.
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Table 1. Layer Configurations of the Proposed CNN Architectures
Architecture Layer Sequence and Operations
1st (Conv2D x 3 — MaxPooling2D — Dropout) x 3 —
Flatten — Dropout — Dense — Softmax
2nd (Conv2D x 2 — BatchNormalization — MaxPooling2D) x 4 —
Flatten — Dropout — Dense — Softmax
3rd (Conv2D x 2 — BatchNormalization — MaxPooling2D — Dropout) X 5 —
Flatten — Dropout — Dense — Softmax

conv 2d: Conv2D

dropout:

Flatten

y
h
h
h

dense: Dense (256)

aciivation: Softmax
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Fig. 1. Layer configurations of the proposed CNN architectures
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5 Evaluation

This section presents a comprehensive evaluation of the proposed CNN architec-
tures using several performance metrics, including classification accuracy, loss
convergence behavior, and computational efficiency. The evaluation was con-
ducted on an independent test set to ensure a fair assessment of each model’s
generalization ability.

5.1 Dataset

The dataset used in this study is the Dogs vs. Cats dataset, sourced from Kaggle
[1], containing a total of 10,000 labeled images evenly distributed between two
classes: dogs and cats. Each image is labeled for binary classification. The dataset
exhibits high variability in resolution, background complexity, and lighting con-
ditions, enhancing its suitability for evaluating model robustness. All images were
resized to 128 x 128 pixels, preserving aspect ratio when necessary. To augment
data diversity and mitigate overfitting, random rotations, horizontal flips, and
brightness adjustments were applied during training. The dataset was split into
training (80%) and testing (20%) subsets to enable effective model evaluation.
Table [2| summarizes the distribution across splits.

Table 2. Distribution of Data Instances Across Categories

Subset |Dogs|Cats|Total Images
Train | 4000 | 4000 8000
Test 1000 | 1000 2000
Total |5000 5000 10000

5.2 Results

The validation accuracy of the three CNN architectures over 20 training epochs
is illustrated in Figure [2| All models achieved steady improvements through-
out training. The third architecture, which incorporated batch normalization
and dropout, attained the highest validation accuracy of approximately 92%,
followed by the second architecture at around 89% and the first architecture
at approximately 85%. In addition to achieving the highest final accuracy, the
third architecture also demonstrated a faster convergence rate, with accuracy
increasing more sharply during the early epochs compared to the other models.

The validation loss curves for all models are presented in Figure [3] While all
architectures successfully minimized loss during training, the deeper networks,
particularly the third architecture, achieved smoother convergence and lower
final loss values. Moreover, the third model exhibited a steadier decline in loss,
with fewer fluctuations, indicating more consistent optimization across epochs.
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Training time was recorded for each architecture, as shown in Figure [@l The
first model required the least training time (approximately 5 minutes), while
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the third model required the most (about 12.5 minutes). This increase in com-
putational cost correlates with model depth and complexity. Despite the higher
training time, the third architecture achieved significantly better generalization,
making the additional computational expense worthwhile in applications where
classification accuracy is critical.

Training Time Comparison

Training Time (minutes)

1st 2nd 3rd
CNN Architectures

Fig. 4. Training time Comparison across the Three CNN Architectures

5.3 Discussion

The experimental results demonstrate that deeper CNN architectures, when en-
hanced with appropriate regularization techniques such as batch normalization
and dropout, significantly improve binary image classification performance. The
third architecture achieved the highest validation accuracy and the lowest val-
idation loss, confirming that increasing network depth, when combined with
effective regularization, enhances feature extraction and generalization ability.

Batch normalization contributed to stabilizing and accelerating the training
process by normalizing layer activations, thus mitigating internal covariate shift
and improving gradient flow. Dropout, by randomly deactivating neurons during
training, effectively reduced overfitting, encouraging the model to learn more
robust and distributed feature representations. Together, these regularization
methods proved critical in enabling the deeper architecture to outperform its
shallower counterparts.
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Although deeper models incurred a computational cost in terms of increased
training time, the relative improvement in classification performance justifies
this overhead for applications where predictive accuracy is prioritized. Impor-
tantly, the gap in performance between the second and third architectures high-
lights that simply adding layers is not sufficient; careful architectural design and
appropriate regularization are essential to fully leverage the benefits of deeper
networks.

These findings underscore the importance of architectural depth and regu-
larization not only for achieving higher accuracy but also for ensuring model
stability and convergence. The third architecture provides a strong foundation
for future extensions, including potential transfer learning applications, more
advanced data augmentation strategies, or optimization techniques targeting
further improvements in efficiency and scalability.

6 Conclusions and Future Work

This study presented the design, implementation, and evaluation of three Con-
volutional Neural Network (CNN) architectures for binary image classification
on the Dogs vs. Cats dataset. By systematically varying network depth and in-
tegrating regularization techniques such as batch normalization and dropout, we
explored the effects of architectural choices on model performance, convergence
behavior, and computational efficiency. Data augmentation and normalization
techniques were also employed to enhance model generalization and stability
during training.

Experimental results demonstrated that deeper architectures, when properly
regularized, significantly outperform shallower models, achieving higher valida-
tion accuracy and more stable convergence. The third proposed CNN, featuring
both batch normalization and dropout across multiple convolutional blocks, at-
tained a validation accuracy of approximately 92%, while maintaining smooth
loss reduction and acceptable training times. These findings confirm the critical
role of both architectural depth and regularization in developing robust CNN
models for real-world image classification tasks.

Future work could focus on further refining the network architectures by
exploring advanced techniques such as residual connections, dense connections,
or attention mechanisms. Additionally, hyperparameter optimization strategies,
including automated learning rate scheduling or adaptive optimizers, could be
integrated to enhance convergence speed and final performance without substan-
tially increasing computational cost [11126].

Beyond technical improvements, future research could investigate the appli-
cation of the proposed models to more complex or larger-scale datasets, such
as ImageNet or domain-specific image collections [I822]. Transfer learning ap-
proaches could also be explored, allowing the trained networks to adapt to differ-
ent classification tasks with minimal retraining, thereby extending the practical
applicability of the proposed designs to broader real-world scenarios [17].
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In summary, this work highlights the importance of thoughtful architectural
design and regularization in CNN-based image classification. The insights gained
from this study provide a strong foundation for future enhancements and ap-
plications, paving the way for more efficient, accurate, and generalizable deep
learning models in computer vision.
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