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Efficient Optical Camera Tracking in Virtual Sets

Yiannis S. Xirouhakis, Athanasios I. Drosopoulos, and Anastasios N. Delopddgosber, IEEE

Abstract—Optical tracking systems have become particularly pears to be standing in front of a weather map, while he/she is
popular in virtual studios applications tending to substitute actually located in front of a blue screen. Practically, the com-
electromechanical ones. However, optical systems are reportedpositing module replaces the regions of key-color in the live

to be inferior in terms of accuracy in camera motion estimation. . . e
Moreover, marker-based approaches often cause problems in video with the pre-loaded background. The traditional chro-

image/video compositing and impose undesirable constraints on Makeying techniques have been modified and extended to sup-
camera movement. Present work introduces a novel methodology press artifacts and improve compositing results (see for example

for the construction of a two-tone blue screen, which allows the [8], [11]). The rendering module is responsible for the align-
localization of camera in three-dimensional (3-D) space on the nant of the captured foreground with the background scene.
_ba5|s of the captured sequence. At the same time, anovel aIgonthmTh latter i inl ilable eith dered
is presented for the extraction of camera’s 3-D motion parameters | e latter 1Is mainly availa ,e either as arendered sequence or a
based on 3-D-to-two-dimensional (2-D) line correspondences. Virtual model/world. In the first case, the background sequence
Simulated experiments have been included to illustrate the must be transformed so as to be coherent with the foreground
performance of the proposed system. one, while in the second case, the background virtual scene is
Index Terms—Camera motion estimation, line correspondences, rendered by a virtual camera with respect to the foreground real
optical tracking systems, primitive polynomials, virtual sets, vir- camera motion. The camera tracking module is by all means the
tual studios. most crucial part of virtual studio systems, since it determines
the alignment of the live video with the available imagery. Until
the beginning of the decade, the camera tracking module was
_ ) ) absent from virtual studios, limiting the systems’ capabilities to
T HE rapid development in computer science has attractgfpjications like the weather report TV programs. Since then, a
a major part of the entertainment industry during the pagimber of tracking schemes have been proposed to extend tra-
few years. The recent advances in image processing, video tegflonal virtual studios capabilities.
nologies and computer graphics, as well as the increasing comcamera tracking systems in virtual studios are generally clas-
putational power provided by computer hardware are widelfied into two broad categories, namely the electromechanical
endorsed in video production. Virtual studios are being usgdq the optical ones (or even combinations of both). Several
in the video industry for a variety of productions, resulting iRirtyal studio systems have been developed as prototypes or as
some very interesting visual effects, with the weather report prgsmmercial products, including Elset, 3DK, Synthevision for
grams being the most common among them. Video sequenggs:tromechanical and Cyberset, Mindset for optical tracking
produced by such systems are basically compositions of dignong others (see [6] for details). Electromechanical tracking
tinct natural or synthetic sequences, which are either pre-loadgg peen widely adopted, since it can be highly accurate. In such
or captured in real time. In the most common case, the coRyproaches, servo-control mechanisms are employed to control
posed sequence (often referred to as virtual set) consists qh& camera when 3-D camera motion is pre-determined (ac-
live video and a pre-loaded synthetic or natural imagery [6]. lye systems). When the latter is unknown, appropriate sensors
this context, increasing attention is given to such systems, @8a mounted on the camera framework to detect its egomotion
pecially after the guidelines of the MPEG-4 standard regardifgassive systems). However, electromechanical systems are re-
object-oriented and synthetic-natural-hybrid coding. ported to require extensive time-consuming calibration proce-
A virtual studio system consists of mainly three modulegyres, while at the same time sensors suffer from random vi-
namely the camera tracking, the rendering and the compositigtions. Moreover, the designated equipment can be very ex-
module. The latter traditionally involves a blue screen bacbensive, especially when increasing the desirable degrees of
ground, against which foreground action is captured, and a chf@sedom in camera motion. Optical tracking systems rely on
makeying techn_ique_ for foregrour!d and l_)ackgrounql separatiqﬂage processing schemes to extract camera motion on the basis
Foreground action is then combined with the available backt the frames currently captured. For this purpose, the single-
ground imagery. In this way, the television meteorologist agyp|ored blue screen is extended to incorporate appropriate refer-
ence features for two-dimensional (2-D) tracking, such as points
or straight lines. Although in this way the problems of time-
Manuscript received November 10, 1999; revised December 15, 2000. Thgstly calibration and vibrations of the camera are overpassed,
associate editor coordinating the review of this manuscript and approving it fl?rcan be seen that optical systems fail when the referenced fea-
publication was Prof. Steven D. Blostein.
The authors are with the Image, Video, and Multimedia Systems Latdres are out of focus, occluded or even out of view. It is more-
oratory, Department of Computer and Electrical Engineering, Nationgyer reported that markers cause compositing problems, since
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In the present work, the problem of constructing an appreented based on the singular value decomposition of a simple
priate blue screen, which allows for both the immediate localizezatrix.
tion of the camera'’s field of view and the estimation of three-di- The proposed blue screen construction method and the 3-D
mensional (3-D) camera motion, is addressed. The proposed wtion estimation algorithm are efficiently combined providing
tical tracking system eliminates the aforementioned commanproved 3-D camera motion estimates. In Section Il, the algo-
problems, leading to highly accurate 3-D camera motion estithm is presented in the form of sequential tasks and all issues
mation, without being affected by abrupt changes in the caménsolved are underlined and discussed. In Section lll, the pro-
field of view or causing any compositing difficulties. The mairposed methodology in the construction of the blue screen is de-
idea in the construction of the blue screen relies on the utilizeeribed, along with the appropriate extensions of the employed
tion of two close levels of blue, in the place of the traditiondundamental theory of 1-D maximal sequences. Section IV next
single-colored blue screen. Similar approaches have been ftablishes the estimation of 3-D camera rotation and translation
lowed in [2] and [23], in the sense that the single-colored blymrameters, while Section V introduces the corresponding error
screen has been extended to contain more levels of blue. In [24relysis. Section VI provides the interested reader with practical
nonuniform blue background is employed to facilitate 2-D malgorithmic details and implementation guidelines, while appro-
tion estimation using the optical flow method presented in [9friate simulation results are included to illustrate the robustness
which is reported to be robust even for defocused subjects. Havfthe proposed approach. Finally, Section VIl summarizes both
ever, the utilization of such an approach is proved to suffer frothe theoretical and practical contributions of this work.
common inaccuracies of 2-D motion estimation schemes and
complicates the choice of the blue shades when attempting to II. SYSTEM OVERVIEW
extract shadows. In [23], the respective commercial product uti- . . . . .
lizes a two-tone blue screen and pattern recognition meth dén this sect|on, the proposed. glgonthm IS pregented n th<,e
to extract the camera field of view. However, according to [231?“ of sequential ta_sks. In add_mon, optlc_al tracl_«ng systems
the blue screen is derived on the basis of ‘trial and error’ and t Eoblems are underlined and discussed, in relation to the pro-
utilized pattern recognition scheme, though not analyzed, is Raqsed approach.
ported to require significant computational power. In the present
work, the proposed two-tone blue screen is constructed on five
basis of the well-established theory of algebraic coding, basedOptical camera tracking systems in virtual studios take ad-
on primitive polynomials and binary maximal length codes [Alantage of the fact that each captured frame contains an already
of the one-dimensional (1-D) space. The 1-D case is approgderge amount of information about the background, which could
ately extended to the 2-D case (in fact, the case of 3-D plar@ used for tracking apart from background segmentation. In
surfaces) for the construction of a blue screen of the desiraliiés sense, appropriate features that can be detected and tracked
size. In particular, the proposed methodology involves dividingrough time, are incorporated onto the blue screen.
the background in rectangles of equal size and painting each red-or camera tracking purposes, the employed features should
tangle using darker or lighter blue. In this way, every blue screbe sufficiently large in number, distinguishable from the uni-
region exceeding a pre-determined size (w.r.t. the minimal elorm blue background and from each other in some sense, for
pected camera field of view) is uniquely localized in the entirexample distinct in color tone or relative ordering. It can be seen,
background. Some preliminary ideas on the construction of ttieat knowledge of their actual or even relative position on the
blue screen on the basis of maximal sequences were presebgzkground is not sufficient, since the camera field of view is
in [3], [21]. unknown through time and feature distance is determined by

In parallel, particular attention is paid to the estimation dhe projection model and the camera’s 3-D position. Overall,
the 3-D camera motion. In [3], camera motion estimation waRe following issues must be taken into consideration:
performed on the basis of reference points extracted from thel) total number of blue color levels should be kept consid-
rectangles’ common boundaries, which in turn were fed to an  erably small to permit efficient chromakeying and even
appropriate 3-D motion estimation algorithm [18], [19], [15], satisfactory shadows extraction (if needed);
[20] w.r.t. the projection model employed [17]. In [21], 3-D 2) features employed should be distinguishable to permit lo-
motion estimation was performed on the basis of 2-D line fea-  calization of the camera field of view;
tures solving a set of linear homogeneous equations in the un-3) features set should locally contain sufficient information,
known rotation parameters. Compared to both approaches, the even when an important portion of the background is oc-
present one proves to be superiorin terms of accuracy. Inthisap- cluded by foreground action in each frame captured;
proach, a novel algorithm for 3-D camera motion estimation is 4) tracking scheme should allow abrupt camera movement
proposed based on 3-D-to-2-D line correspondences. For sim- in all directions.
ilar tasks, a number of algorithms have been proposed in thdn general, it can be seen that most of the existing systems
literature, including [14], [22], [16], [12] among others, condo not fulfill all of the above requirements. For example,
centrating mainly on the 2-D-to-2-D case (for a thorough resystems based on optical flow estimation pose difficulties in
view on 3-D motion and structure from feature correspondenog&omakeying, due to the large number of blue levels required,
see [10], [4]). The proposed algorithm considers the 3-D-to-21Bhereas systems based on markers suffer from partial occlusion
correspondences case for the implicit grid-lines extracted framn absence of markers in the field of view. Moreover, most
the proposed blue screen. A robust and elegant solution is ppproaches assume small and smooth camera motion or pose

Designing an Optical Tracking System
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constraints to the degrees of freedom allowed. Finally, omdows the detection of the lines that consist the transformed

additional requirement must be set, namely sub-grid of the blue screen. A simple least squares line fitting is
5)  tracking scheme should allow that the camera’s fielten performed in each line’s neighborhood in order to extract
of view is totally changed. the best possible line parameters.

The latter consideration emerges, when considering the fol-
lowing scenario. Assume that only one camera is availabletp Estimating 3-D Camera Motion Parameters
cover a scene where two heroes converse, having to switch re-
peatedly between them. Generally, consider the case where th@nce the most dominant 2-D lines are selected on the basis
number of processing units is smaller than that of the camerg@their confidence in the detection process, the camera’s 3-D
In these cases, the camera field of view is totally changed getation can be straightforwardly calculated as discussed below.
tween switches: in other words, there are no features visigi8e obtained set of lines is then clustered into two subsets on
to be tracked. Maybe the best solution to these cases is it basis of their inclination, corresponding to horizontal and
the system determines camera 3-D location on the basis of ¢f§étical grid-lines on the actual blue screen. For each line, the
frame (with respect to some reference) rather than camera ®xjracted parameters in terms of pixel measurements are nor-

motion on the basis of two or more frames. malized to real-world measurements using the ratio of the actual
As it will be seen in the following, the proposed system fulCCD lengths over the frame lengths in pixels.

fills all of the five above general requirements. Since the actual position of the grid-lines on the blue screenis

known, we can solve a 3-D camera motion estimation problem,

B. Designing the Blue Screen on the basis of 3-D-to-2-D line correspondences. For this pur-

. , pose, a virtual 3-D reference scene is created, in terms of a) the
_In our approach the blue screen 1s constructed using two rﬁbrizontal and vertical lengths of the blocks (yielding the refer-
atively (_:Iose_levels of blue. In this way, no compos_lt_mg Probsnce grid-lines) and b) the blue screen distance from the camera.
lems arise, since the blue levels can be chosen sufficiently Clqsr?e latter can be arbitrarily chosen for the reference scene. As
in the color space [see requirement 1)]. After dividing the reg- .o he then seen in Section IV, the rotation matrix is then

angular wall into/V x M rectangles of equal size, each blockiciently estimated as the singular value decomposition of a
is painted using darker or lighter blue. In this way, sin<x M simple matrix.

binary matrix is formed, which will in the following be called The computation of the 3-D translation, unlike the estimation

blue screen binary map’. In each frame, th? camera capturegfaS_D rotation, requires that the exact 3-D line parameters
small portion of the blue screen corresponding to the respect ® known in the reference scene and that correspondence

portion of the map. Supposing that an arbitrarysubmatrixofsi;se established between the 3-D reference lines and the 2-D

nxm atleast is always visible byt_he camera, it suffices thaFarny'eS detected in the current frame. As implied above, the
such submatrix occurs only once in the whole blue screen (in tﬁ'ﬁer is accomplished by recognizing to which portion of the
whole binary map). In this context, once the particular Smef

trix i tracted f the visibl tion. th 's field ctual blue screen the visible captured background portion
rix1s extracted from the visible portion, the camera's 1ield o orresponds. However, it is not possible to determine the exact
view is localized onto the blue screen.

binary pattern, since some transformed grid-lines may be absent

. It can now be. pomteq out that anothgr two requwements &Bm the captured frame. These two difficulties are solved in
immediately fulfilled. Given that any arbitrary submatrix of thea(farallel way in Section IV since, for any two lines, their

{Jr:natr)y map can kl)e dle_te<t:_ted afntorl]then umq’ue]l_y Ilgcafllzgd ONative distance in the reference scene can be computed from
€ binary map, localization of In€ cameras Neld Of VIEW Ig,qir ayiracted 2-D counterparts. In this way, “absent” lines are

straightforward [see requirement 2)]. Moreover, by successfu tected and the visible binary pattern portion is extracted.

pre-setting the minimal submatrix visible by the camera, in- One of the main contributions of this work is that the proposed

cluding the case of maximum possible partial occluspn of tr?grmulation also allows the computation of the unknown focal
background, it is ensured that the features set contains aIWF\

S . . . é’nsgthf in each captured frame. Proposition 5 in Section IV
sufficient information for tracking [see requirement 3)]. . ; T
provides a convenient way for the estimation of the focal length

on the basis of the line parameters extracted in the currently cap-
tured frame. In fact, Proposition 5 complements Propositions 2,

The features employed for tracking purposes are in fact tBeand 4, leading to the estimation of all unknown motion pa-
grid lines, implicitly available through the blue screen binargameters, i.e., 3-D rotation, translation and scale. With respect
map. Thus, one additional advantage of the proposed approtxthe above, the proposed approach tackles successfully both of
is that features are distinguished, without enlarging the kete remaining requirements, that is free camera movement [see
color region and in a well-defined and accurate manner, in camrquirement 4)] and efficient tracking even for total change in
trast to marker-based approaches. the camera field of view [see requirement 5)].

For the currently captured frame, the visible background As a matter of fact, the proposed algorithm estimates camera
portion is made available by the chromakeyer. Then, block3'D location and orientation through time, rather than camera
boundaries are extracted using an edge detection scheme wiBamotion. The latter is mainly accomplished thanks to the fact
common gradient operator, e.g., Sobel; in fact, blocks’ bountiat no motion estimation scheme is utilized. On the contrary,
aries are extracted only for neighboring blocks of differerihe employed features are detected from their unique occurrence
color level. The subsequent application of Hough transforimthe blue screen and, thus, no 2-D tracking is necessary. At the

C. Detecting 2-D Features
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same time, it can be seen that no painstaking calibration proaginimal polynomial of a primitive element iGE(p™), where
dures are required since the construction of the reference scgia prime number. A cyclic code of period lengthp™ — 1,
is virtual; the unique mandatory “calibration” step is that théor which h is the check polynomial (primitive polynomial of
presumed distances between lines in the reference scene areltigeeen) is known as a maximal length code [5]. In the fol-
same with the real-world distances. This implies that the bllewing, when referring to the maximal length sequence/code,
screen is constructed with high accuracy, but then no calibrge will denote any period of the latter. The codewords of such
tion is needed for every single shooting. Finally, the proposedtode can be generated by a shift register circuR(l) is the
system, as an optical tracking one, poses no constraints to ¢bheresponding simple shift register withpositions, then there
camera’s degrees of freedom and allows shooting even withvdl be feedback connection in th¢h position, if and only if
hand-held camera. h;+1 = 1. As a result, the register goes through all fite— 1
states generated bydigit-positions in terms of distinct digits

(having excluded the zero state), and thus the output sequence
IIl. CONSTRUCTION OF THEBLUE SCREENBINARY MAP c is of period lengthy™ — 1 [7].

In an optical approach, for camera motion estimation pur- F0'? = 2, the above theory provides a maximal sequence in

poses, it is essential for the tracking system to extract as mdéfi (2") for any numben, and thus ensures the uniqueness of
information as possible from the captured sequence. In the g@RY binary pattem of sizex 1 in a sequence of siz@" —1) x 1.

eral case, the captured information consists of the foregrouffthis context, itis ensured that anyx 1 pattern is unique in
objects and the blue screen background. Since there is alre@di'Ch Plue screen column of s — 1) x 1. The next step

a large amount of information in the background, just for foréS {© €xpand this 1-D property to both blue screen’s dimensions,
ground separation purposes, the objective becomes to incorgaS (0 have unique x m patterns in the entiréy x M blue
rate thereon possible additional information for use in camet&'€en- A first approach was given in [3], [21], by multiplying
motion estimation. There are two major techniques employ&¥° maximallength codes obtained on the basis of two primitive
for such a task: placing landmarks on the blue screen and us_pﬁ)éynomals of order andm. An enhanced solution is obtained
two close shades of blue for its construction. in the present work, exploiting the cyclic property of maximal

The present work is toward constructing a blue screé%ng_th codes; meaning that_ all possible shifts. ofa podaee
consisting of rectangles, of equal size, painted in one of tv%axmgl sequences consisting of the same shlft register states.
different shades of blue. This technique causes no significan{” tiS cofntexr:, the following Prfoposmoq provides anhappro—
change in foreground segmentation’s implementation BFiat€ way for the construction of a 2-D binary mBp where
complexity. On the other hand, it provides a powerful way ¢"Y” * 7

(or larger) submatriXs is unique.
including binary information onto the blue screen. nProposition 1. Letc be aa maxi_mal length code of length
In the following, 1 and O will denote the light and dark blug’. — .+ @nder, ¢; be two shifted versions af where0 < s, 7 <
tone, respectively. A blue screen, divided M x M rectan- 2 =2 L?t alsoB = [b;;] andb; be thej-th column ofB. Fora
gles (blocks), can be mathematically defined by 1) its respectR@" O7B’S columns, leb; = ¢, andb; 11 = ¢,, andd; = s—r
N x M binary mapB containing 1s and 0s in the appropriatéjlenote shift dlfferenge for the pair of columfigj + 1).
positions, along with 2) its real-world dimensions. Similarly, letd; = [d; dj41 -+ dj1m—2]” denote the
In each frame, the camera captures a small portion of the wctor containing shift differences far neighboring columns.
which corresponds to the respective portidrof matrix B. I1 Then
is a collection of elements @, generally not correspondingto  a) twon x m submatrices oB with their first elements on

some rectangular submatrix B. Let S denote the maximum biy .+ binj, are different, ifd;, # d;,;

submatrix ofB, whose elements (implied blocks) all belong to b) d;(m — 1)-tuples can be ordered on the basis of a max-
the visible blue screen portid. It can be seen that, if and only imal sequence obtained from any check polynomial in
if S, or its submatrices exceeding a predefined size, appear only  GF((2" — 1)™1).

once insideB, then the camera field of view can be uniquely A

determined with respect to the blue screen. This can be accom- Proof: (a) LetS; andS, be twon x m submatrices oB

plished only by establishing an appropriate methodology for the. ihair first elements coinciding withy, ;, andb;, ;,, respec-

ordering of 1s and Os in matri&. It will be shown that one way tively. We can handle separately the following cases.
to achieve uniqueness in all submatricesBequal or larger

than a specified size x m, is through the use of algebraic
coding techniques.

In the following subsection, the theoretical guidelines for
constructing such a blue screen are given, while in Section I1I-B

the respective algorithm is outlined. S1 # Sa. . i
2) Forji # j» andd;, # dj,, still the first columns of

. : ) S; and S, could be identical. However, if for example
A. Special 2-D Binary Field d;, andd,, differed in theirk-th element, then thé +

In general, the structure of the Galois fields and the proper-  1-th columns ofS; andS, would differ, since they would
ties of primitive polynomials provide an efficient tool for con- correspond to the samex 1 portion of different shifts of
structing any cyclic maximal length code. Suppose thatthe c, i.e., to different states in. Then, agair8; # Ss.

1) If j; = j2 = j, then the first columns d8; andS, are
located on thgth column ofB. Since the latter is a shifted
version of the maximal length sequencethen at least
the first columns ofS; andS; differ for i; # i,. Then,
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It can be seen that if the requiremeht, # d;, was with- TABLE |
ach . . DETERMINING THE BLUE SCREEN BINARY MAP: UPPERROW: SHIFT
?r:;\[,\én’ theg there could be generally SughQ for J1 7& J2, SO DIFFERENCESSEQUENCE LOWER ROW: SHIFTS SEQUENCE
1 = 92
(b) From (a), we infer that one way to ensure that everym d. ol1l1l213]|1
matrix S is unique inB, is when (a) holds for any twe x m ma- J
trices inB. In addition, it can be noted thdyt ., is by construc- s |1l1121315111|2

tion a shifted version ofl;. Moreover, in order to maximize the
number ofB’s columns, all possibld; “states” are required. A

maximal sequence containing all possille(m — 1)-tuplesis  The above theory provides a well-defined and efficient
obtained from any check polynomial ®F((2" — 1)"*). A method for the construction of a blue screen binary map con-
Proposition 1 practically states thBtis constructed on the taining unique patterns of a predefined size. Some additional
basis of shifted versions ef placed one next to another. Theadvantages of the methodology are being explored, in order
appropriate ordering of the latter is determined by the maxim@l provide solutions for error correction in the case that the
sequence of all possible shift differences. Once the “shift diffegp|or of a blue screen rectangle is misjudged due to potential
ences sequence” is obtained, the “shift sequence” is deriveday|-time problems, such as lighting, shadows or partial occlu-
setting the first shift equal for example to 0, i.by, = co. In sjon. It can be seen that the proposed methodology produces

this way, all columns and finall3 are determined. M > N. In this sense, only a subset of, for example, available
columns can be utilized. Appropriate choice of the latter allows
B. Construction Algorithm error detection and correction.

The blue screen binary map construction can be summarized

in a few algorithmic steps. This fact enables one to construct a
blue screen of nearly any physical or block lengths. IV. CAMERA LOCATION AND ORIENTATION ESTIMATION

1) Determine the size x m of the minimum submatrix of
B visible by the camera.

2) Find a primitive polynomial of degree in GF(2") and
compute the respective maximal length cede

3) Setan arbitrary period @f(c,) as the first column oB.

4) Find a primitive polynomial of degre®® —1 in GF((2" —
1)™=1) and compute the respective maximal length cod
The ‘shift differences sequence’ is derived.

5) Starting from the first column d8, sequentially compute
all columns to be shifted versionsaf, asb; 11 = ¢, 4,

According to the scenario described in Section Il, unknown
camera motion for every transition must be estimated on the
basis of the known 3-D structure in the reference scene and the
projected 2-D structure in the current frame. This forms a 3-D
motion estimation problem based on 3-D to 2-D feature corre-
spondences. In the proposed algorithm, features are chosen to be
gtraight lines, i.e., the line-grid which is made implicitly avail-
able from the construction of the blue screen binary map.

As explained in Section I, partial occlusion or total change
whenb; = ¢,.. The ‘shifts sequence’ and the entire binaro.f 'the key-features in t.he camerg field of view betyveen tran-

J T ¥itions makes any motion estimation, feature tracking or local

map are ”OV.V derived, correlation technigue inapplicable. On the contrary, by consid-
In order to clarify the proposed methodology, Table | con

. : ) o 2ring camera 3-D location w.r.t. the blue screen plane—instead
tains a portion of the obtained shift differences sequence g P

th i i fth i hifts. So¢ 3 mini camera 3-D movement—the estimation of camera 3-D mo-
€ respective portion ot the resuiting shitts, MINIMUM-* 4jon parameters can be efficiently handled. For the perspective

V"Q’.'ble portion. It must_be npt_|c_ed that, in this exafnple, n thSrojection model, two views contain sufficient information for
shifts column the starting d'glrs IS suppqsed tq be (4i) and given 3-D-to-2-D feature correspondences [12], whereas when
modulo-7 (generally modul¢2”™ — 1)) arithmetics have been employing 2-D-to-2-D line correspondences three views are re-
useq. i . ) ) i _quired [16]. This implies that choosing to employ lines as fea-
Itis interesting to calculate the final dimensions of the b'”a%res for ‘tracking’ between two views, requires that 3-D line
matrix, obtained along the lines of the proposed methodology, ameters are known in one of the two available views. In this
i.e., given that any: x m pattern must be unique B, find  gense having 2-D line parameters extracted from the current
the maximum allowedV, M lengths. Since each column corrégame, 3-p camera location could be determined by considering
sponds t@” — 1 states, it contain®” —1+(n—1) = 2"+n—2 4, arpitrary 3-D reference scene, where 3-D line parameters for
blocks, after canceling the cyclic propertyafin each column. o same lines are known.
In this way, we defineV asN = 2 +n — 2. Similarly, W.r.t.  Even in this case, it is reported in [12] that generally eight or
above,(2" — 1)™~! — 1 states are obtained for the shift dif-more line correspondences are required to find the rotation ma-
ferences, whereas by canceling the cyclic property, shift diffefix using a linear algorithm, while three or more line correspon-
ences increase {@" — 1)"~* 4 m — 2. M is given by shifts dences are needed when using a nonlinear approach. However,
themselves, so it is defined a¢ = (2 —1)™=! 4+ m — 1.1t it will be shown that by appropriately choosing the reference
must be noticed here that the above methodology could be fakme for perpendicular grid-lines (on the blue screen), four line
ternatively used to produce @d x N matrix, determining the correspondences contain sufficient information for the estima-
first row of B and then estimating the shift differences sequentien of the rotation matrix using a linear algorithm. In fact, exact
for the rows of the same matrix. one-to-one line correspondence is not required in this case. After
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establishing correspondence between the 3-D lines in the refés-it will be seen in the sequel, the use of the unit-norm vector
ence frame and 2-D lines in current frame, the estimation of the= ¢/||¢|| in this direction allows for more compact formulas
translation matrix is straightforward. in the estimation of 3-D camera motion. In this sense, we define
Consider now the construction of the reference scene. AssétE, = {e,,¢ = 1... N}, wheree,; = ei/|l€vill, €vi =
ready mentioned in Section 1, this construction is in fact virtuala,; —1 b,;]* and 2-D liney’ = a,;z’ + b,; in the current
meaning that no camera calibration is required to adjust camé@me corresponds to 3-D lin€ = z; in the reference scene.
to the reference scene. Let the image plane (CCD rectangle)3milarly, £, = {e;;,5 =1... M}, withe;,; = €15/ €15 and
parallel to theX'Y plane in the Cartesian world coordinates iry; = [an; —1 bhj]T, when liney’ = a2’ + by, corresponds
depthZ = f, wheref denotes the focal length. Let also thdo lineY = y;.
center of projection coincide with the world origif, 0, 0) and The movement of a line in 3-D space is given as a superpo-
the blue screen be parallel to the image plane in dépth »,. sition of a 3-D rotation and a 3-D translation. leRtand T be
Assuming that the world coordinate system moves along withe 3 x 3 rotation matrix and th& x 1 translation vector, re-
the CCD rectangle, the following simple model of perspectiv@ectively, which must be estimated in order to determine 3-D

projection holds [17] motion. Then, the following Proposition states tRatan be es-
X v timated on the basis of all known elementstf, E;, given no
x = fE, Y= f? (1) correspondence information to elements\af, Y.

Proposition 2: Let ry, rs, r3 be the column vectors of the
where(x, i) denote the Cartesian coordinates of p¢i%itY, Z) rotation matrix, i.e.,

projected onto the image plane. The world coordinates system

is always aligned with the CCD plane, while the blue screen R=[r; ry rs3] )
takes arbitrary positions and orientations in 3-D space. In order ) ) )

to simplify the projection model and the related equations [178Nd define thén + m) x 3 matrix Q, formed on the basis of
itis often assumed that the focal length is known and set to uniiffd7n cross products fron,, and £3,, respectively, as shown
(f = 1). On the contrary, as it will be shown in the sequel, iff? (4) at the bottom of the page.

our formulationf can be reliably estimated by solving a system Then

of linear equations. 1) cross product of any two elementsif (E),) is constant

The blue screen known structure in the reference scene can and equal tatr, (£r;).;
now be analyzed into the following parameters: 2) letQ = USVT be the singular value decomposition of

1) blue screen 3-D depthy; Q,V = [vi v2 v3] anddiag(S) = [s; s2 s3]. Then

2) set of “vertical” linesX, = {X =z, =1...N}, 51 = max(y/n,/m), s; = min(y/n,/m) andsz = 0.

3) set of “horizontal” lines;, = {Y =y;,i =1...M}. In addition, if s E_\/ﬁ thenr; = vy, r; = vz and
These two sets of 3-D lines in the reference scene project onto  ¥3 = V3, Whereas ifs; = /n,r1 = va,r; = v; and
two corresponding sets of 2-D lines in the current frafg, rs = Vvs.
and £}, respectively. In general, each of the sétsand £, A
contains 2-D line parametets, b). We will hereon employ the Proof: (a) The 3-D movement of a poirtX,Y, Z) to

cartesian line representation in the current frafhe oz’ + 8, (X',Y’, 2’) is given by
where(z’, ') denote cartesian point coordinates in the current
frame for a projected 3-D pointX’,Y”, Z’) in the unknown
current 3-D scene. As defined aboye, ) and(X,Y, Z) de-

. ) . For a vertical lines,; belonging toE,,, for fixed z;, 2o and
note their counterparts in the virtual reference frame and the . T _ T . :
varyingY,[X Y Z]* = [x; Y z0]*. Using (2), we obtain
reference scene.

T ! ! nT _ H T . T —
It will be initially assumed that the focal lengthis given. E%i[X Y? Z']" = 0. Employing (5)#,; (Rlz; Y zo]” +'T) =
Then, we define the 2-D line parametéts b) in setsE,, and Egl(dg;ﬂ;é)rz\irr?;;g? fT) = 0. Since the previous formula
Ey as(a,b) = (o, (B/f)); namely(a.;, b.;) and(ay,;, by,;) for Y vt
theith and;jth element off, and E;,, respectively. Combining eTr,=0 and also
the latter with (1), we obtain o

(X' Y Z)"=R[X Y Z]"+T. (5)

/ el(wirs +2zor3 + T) = 0. (6)
X
[a -1 b]|Y'| =0 ) In this sense, for any pair of lines i, (for example:,; and
7! €y2), SinCee,1 L ro ande,s L ra, ande,; not collinear with
Ev2
Vectore = [a —1 b]T is commonly used in computer vision 7
problems as a convenient vector-form line representation [16]. Eu1 X Eyy = Ero. @)

Q= [5'1;1 X Ey2 Eup3 X&Epg 0 Ep1 XER2 Ep3 XEp4 - ']T (4)
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Equality holds since by definitiofjz,; X €,2|| = 1. Ina doy = 22 —x; is known. For a given arbitramy,s in E,, d3; =
similar manner, for any line i, x3 — x1 IS given by
Sv3  _ _Cwl
6?;31‘1 5?:1111
ep,r1 =0 and also dsy = doyy =5 (10)
Eg:j (yjrg + 2or's + T) =0 (8) 6?;2111 - 6?:1111
. . . The same formula holds for any three linestip by replacing
and for any pair of lines iy, (for examples;,; andey.») v indices withh andr; with rs. A
Proof: For three lines inF,, the second equation of (6)
yields
Epl X Epa = Er1. 9)
Xo — 1 = gm
(b) From the definition of matriXQ in (4) and according to 23— 21 = ¢im (11)
part (a)
where
m = —2or3 — ’I‘7
T - T~ T T T T P2 = ((efa/eior1) — (efy /elie )T
= + = + +0
QfQ =D wud ) rary = mrurl bonary +0rrs L (!

b=t =t for notational simplicity.

andr;, r2, r3 constitute a set of orthonormal right singular vec- However, from (7)z,1 x&,2 = ra, withr L ry andry L rs.
tors of Q corresponding to singular valug&n, /n and 0, re- Thus, by its definitiong; ¢ span(r;, r3). At the same time
spectively. The right singular vectors are ordere®iwith re- iy y - T p
spect to the ordering of singular vectorsdn P31 = < 2 vl )rl =l el
It should be noticed at this point that, r», r3 are estimated fv2fl Eurll Cv2fl Euill
within a sign ambiguity. However, it can be easily proved that Thus, ¢, L r; and finally ¢» || r3. The same equations
their correct signs are determined from the fact that they ateld for ¢3. Thus,¢s/||¢2|| = ¢3/|l¢3|| = rz. Consequently,
columns of a rotation matrix and in parallel that, in practice, thgl m = (||¢3||/||p2||)#3 m, or, x5 — 1 = (||P3||/l|P2||) (22 —
admissible rotation angle is limited in the rarjged0°, 90°]. A x;) which completes the proof of (10). Similar results are ob-
For the shake of simplicity in (4) we assume that each linetained for lines inE;, where now (8) is utilized and the respec-
included inQ only once. Taking one line though more than ontive ¢espan(rs,r3). A
time does not cause any problem to the subsequent analysis. Proposition 3 provides a convenient way for the segmentation
Practically, Proposition 2 states that once two sets of line$ the visible blue screen part into minimal quadrangles and
have been successfully extracted in the current frame, cortiee extraction of the corresponding binary pattern. By locating
sponding to “vertical” and “horizontal” lines in the referencehe latter in the blue screen binary map, line correspondence
scene, the rotation matrix is estimated on the basis of the SVDi®fstablished. In the adopted mathematical notation, for every
a simple matrixQ (in fact, solving a linear homogeneous systerknown element in,, (or £}) its counterpart inX,, (or Y) is
in the unknown rotation parameters). Since no correspondefficend.
information is needed, all available lines can be employed forIntuitively speaking, by forgetting the binary blue screen pat-
the estimation oR.. On the contrary, from (6) and (8), it can betern and assuming that only grid-lines were available in the cap-
seen that the estimation of the translation matrix requires knowltred frame, the information that would be basically absent is
edge on the correspondence of lines in the reference scenethiad of the 3-D translation. In other words, it would be pos-
the current frame, which is also intuitively expected. Howevesible to extract 3-D rotation but no further information would
it will be shown that knowledge aR along with the adopted be available for translation, as grid-lines are much alike in any
strategy in the construction of the blue screen allow both the esgion of the pattern. In this context, the proposed methodology
tablishment of line correspondences and the computatidn of in the construction of the blue screen, not only provides us with
As mentioned in Section lll, line correspondence betweenconvenient implicit line-grid for the estimation of 3-D rota-
the reference scene and the current frame can be establishetidvybut also allows the computation of 3-D translation. It must
locating the position of the visible blue screen portion pattebe also noted here, that for the estimation of 3-D translation,
in the blue screen binary map. However, as indicated in Setepth information in the reference scene is required. It is
tion Il, having extracted all available lines in current frame anfr this reason, that having considered 2-D-to-2-D line corre-
having located the minimum size block (to surpass ambiguitispondences, only the estimation of translation direction (as a
in scale), the remaining problem in recognizing the binary patnit-norm vector) would be feasible (see for example [18]). In
tern is the absence of lines on the boundaries of neighboritings way, the 3-D translation matrik is computed from Propo-
blocks of the same color tone. Having estimated majpos- sition 4.

sible absence of lines on the current frame is detected by thdroposition 4: Lete, 1, ..., ., ben known elements of’,
following proposition. corresponding ta,...,x, in X,. Let alsoz,1,...,enm be
Proposition 3: Lete,1, e,2 be two arbitrary elements iB, m known elements ofs;, corresponding tay, ..., 4, in Yj.

corresponding te; andz,, respectively, inX,,, for which only By defining the3 x 3 matrices,V = > I  zeiel, H =

v
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Z;."zl yjshjsfj, andU =>"" | E'vﬁf-ri‘zz'n:l shjsfj, aleast-  Proposition 5: Let qy, (q.) be the cross product of any two

squares estimate for the translation veduis given by elements in&j, (E.) similarly to part (a) of Proposition 2. Let

) . alsoqp,,(q.,,) contain the first two elements ef;, (q.,) and
T =-U""Vr; — U "Hr; — zrs. (12) g, (gu,) the third. Thenf is given, within a sign ambiguity, by
. A 2 q¥:12 o1z 15
Proof: Let againm = —zpr3 — T'. From (6) and (8) T e (15)
13 Y3

efm = zielir; A

Efjm - ngfjm_ (13) Proof: Let q;, (q,) be defined as in Proposition 5, and

their counterpartg;, (p,,) obtained from(a, b)) when f is nor-
Employing n» and m such equations, respectively, wemnalized to 1. According to Proposition 2, it holgs = r» and
end up to an overdetermined linear system of the forpy, = ry, or

Mm = N, where M = [E'vl Eyo " ER1 ER2 "']T,

whereas N = []}161;1 T2Ep2 0 Y1ENL Y2£8n2 ¢ -]T, p:}Z:p'U =0 (16)
leading to a least-squares solution= (MZM)~L(MTN). . , _

It can be arithmetically verified thati”A4 = U and  INtuitively, the above equation holds fer, andp,, since,
MTN = Vr; + Hr,. ConsequentlyT = —zors — m = whenf is given, it can be incorporated into the solution through

—7r3 — U='Vr, — U~'Hr, and Proposition 4 has been(@: b). However, (16) does not hold for the respectiveandq,.
proved. Nevertheless, it can be seen tlpgat andp., can be re-written

The estimation of the translation vector completes 3-Proughas., q. andf, and thenf be derived by utilizing (16).

_ T _ T
camera motion estimation with respect to the reference scelfef@ct: foran = [gn1 ar2 ans]™ andpn = [pr1 pr2 prs]
It can now become obvious why no calibration steps should be

3

Rl

taken prior to shooting. e o 1
. . . qn2 — Luz . (17)
Consider again the case of camera ganging between a f /2
: : : qn3 Dh3 (% (p3, +p3,) + 17
real-world camera shooting a live scene and a virtual camera 2\l 12 13

rendering a virtual world. Once 3-D rotation and translation p?

rameters are determined from the first processed frame and héan, b.y combining (17) and (16), (15) is derived, and Propo
. : N .~ sition 5 is proved. A
to the virtual camera, the virtual camera location is estimate ; . N
In practice, more than two pairs of elementsif (E,,) can

as a movement of the camera from the (known) reference scene : .
X . . . e employed to yield a more robust estimate &fIn that case
determined by the input rotation and translation parameters.

Camera ganging is succeeded with no calibration steps.
Intheoretical approaches, itis often assumed that focal length /2 )
is known and set to unityf = 1) for simplicity. However, this 2t (s Qo)

is not generally acceptable in real-world applications, where nv%erek corresponds to a pair of elements in bdth and £,

only focal length is not unity, but moreover, it is unknown angs mentioned above, ongeis determined, set&), andE, are
. . . . . ] 1 h v

changing through time. It will be shown that in Ourformmat'o%btained (setting for each lile= 4/ f), and Propositions 2—4

f can be estimated prior to the estimation of matriBeandT. gield the exact solution foR and T '

Having chosen to employ 3-D-to-2-D feature correspondenceS . o iimation of focal length through time allows that the

between a reference scene and the current frame, unknown fo?%l osed svstem can be emploved. without need of anv electro-
length should be estimated for each captured frame. In oti?erp Y ployed, Y

: . L ] mechanical equipment (e.g., sensors) or sophisticated camera
words, in our formulation only one unknowfis inserted in the auip (e.g ) P

. . ) . : ms.
derived equations. Equation (2) can be rewritten to |ncorporast¥,\Ste S
focal length as

_ Ek (Qhkg Quks q:]Z:klz Qukis )

V. ASYMPTOTIC ERRORANALYSIS

s X// As mentioned in Section II-C, 2-D line parametéush) are
[@ -1 F] Y/ =0. (14)  extracted on the basis of least squares line fitting. Supposing that
Z a line is determined on the basis of generallysingle points

In the case whergis given through time, Propositions 2, 3 and Avirvi);t=1... N, then we solve the problem

yield the exact solution fdR andT, as indicated above. On the a
contrary, whery is unknown, 2-D line parametets, b) cannot (X 1] [l}} =Y+V (18)
be estimated fronf«, 3). However, it will be shown that, gen-
erally, f can be determined by solving a simple linear systemwhere
Let, in this sense, for unknowfi ¢ = [ —1 B]7 andé = 1 denotes arV x 1 vector containing 1s;
¢/||€|| for each line vector-form representation. Let al§q £, X = [z];
be the respective counterparts 6, E,,, formed on the basis Y = [u];
of &s whenf is unknown. Proposition 5 then provides a linear V = [v;] contains noise terms induced to themeasure-
solution for f. ments.
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In the subsequent analysis, measurement errgrimmodeled and
as a zero-mean white noise sequence. Then

- (][] o (v (o)) v

[C“F([}fﬂ[x 11)1{)1%?% (19) =E (;xﬁj}w—}ijxi;xﬂjy (22)

c
where all error terms are encapsulated [in e] After In the expectation of the RHS of (22) the fourth-order
using some burdensome but straightforward manipulgiomentim, = E{v;uiuv, ) appears. A more systematic

tions, it is verified that the estimators ¢, ) are strongly approach comes through the use of the fourth-order cumulant
consistent, i.e., they are unbiased and the error variancer -, r,)in[13], as

tends asymptotically to zero a8 — oo. More precisely,

E{Z(N)} ~ O(N73),E{ca(N)ey(N)} ~ O(N72)and  ca6(11)6(72)8(73) = ma(m1,72,73) — ot (8(71)6(12 — 73)

E{c}(N)} = O(N7H). + 8(12)6(13 — 1) + 6(73)6(11 — T2))
Reconsidering the definition of matri in (4), let qu be (23)

its jth 3 x 1 row. As stated in Proposition 2, the estimatiomvhere

of the rotation matrixR relies on the calculation of the right- 7 = &k — j;

singular-vectors o®, equivalently the eigenvectors @ Q = = 1-7
>, ;4] - It will be shown that each factor of this sum tends 73 = m — j;
asymptotically to its true value. 4 = ¢4(0,0,0).

Supposing thatq; is a function of line parametersin order to exploit (23), the RHS of (22) must be appropri-
(ax,br), (az,br), as in (4), we obtain (20) as shown at thextely rewritten. For example, after its expansion, the term

bottom of the page. All terms in the above matrix are shown 19, xi)4(2j z;v;)* gives

be ratios of sequences that strongly converge to their true values

asN — oo. This holds true, given the expectations’ orders of 4

the previous paragraphs and the fact that error-correlated ter <Z a:z> (Z a:jvj>
i J

are of order up to two in all matrix elements. The latter can

4

be verified by considering for example the upper left matrix 4
element in the noisy case, whee, — b;)? = b3 + b7 — 2bib;

. ~ B = 2 7Lk rnE jVk ™
with b, = bp + ew,bf = b; + e, + 2bgey and 2;3? sz:zl:zm:%xmm {vjupvivm}
E{ew(N)} = 0,FE{c},(N)} — 0, as it has been al- ’

4
ready proved. .
In order to investigate if the error variance tends asymptot- ~— Z i Z zk: zl: Zx]xkxlwm
. . . N 9 m
ically to zero for the elements of matr® as well, it suffices ‘ )

to prove thatE{ci(N)}, E{ci(N)}, E{c2(N)e2(N)} tend x (cad(k = j)6(1 = §)8(m — j) + o6(k — j)6(1 —m)
asymptotically to zero asV= — oo (given the expression + 0% — §)8(m — k) + o*8(m — §)6(k — 1)).

of matrix Q elements in (20)). After some burdensome ma-
nipulations exploiting the properties of cumulants and the
whiteness of the induced noise [see (23)], it is proved that 4 4
E{et(N)} ~ O(N=9), E{2(N)e}(N)} ~ O(N~*) and B a] [T e
E{c}(N)} ~ O(N~2). Due to the lack of space, only an - 5
indicative proof for the last equation has been included.

Proof: We will show thatE{e;(N)} ~ O(N~2). From * 2
(19), after some calculations = Z T Cy Z z} + 30* Z 7 (24)

20 v = 2w

After straighforward manipulations we conclude to

1) which is of O(N'*); this can be derived using for example in-

“= NY a2 — (3, z)’ crementalss; = i - zo.
- 1 (bk — bl)2 (albk — akbl)(bk 2— bl) (al — ak)(bk — bl)
q4d; = —F5— — (@b — arby)(by — by) (@b — axbi) (@b, — axby)(ar — ax)
\/ak + bk + 1\/@1 + bl +1 (CL[ — ak)(bk — bl) (albk — akbl)(al — ak) (CL[ — ak)Q

(20)
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ial (b) (e}

(d) (e) (1)

Fig. 1. All steps of the proposed methodology: (a) a two-toned blue screen, (b) the blue screen portion captured by the camera, (c) the res\ttingsframe,
edge-detected counterpart, (e) the grid-lines detected, and (f) the frame rendered using the estimated camera motion parameters.

In a similar way, it has been shown that all other terms ipe within the camera’s field of view, i.e., approximately 50
the RHS of (22) are of order smaller or equat2N'*), while cm. By determining block side to be 10 cm,= 5 blocks are
(NY, 22—(3, z)H)* = O(N'9). Inthis sense7{c#(N)} = visible along the vertical dimension out 2f +» — 2 = 35
O(N~2)andE{c}(N)} — 0whenN — cc. A blocks, which in turn are rounded 8 = 34 to fit the wall's
vertical length. Assuming that one fifteenth of the horizontal
dimension is visible to the camera, i.e., approximately 35
cm, and determining the horizontal block side to be 12 cm,

In this section, both simulated and natural experiments hawe = 3 blocks are visible along the horizontal dimension. As
been included to verify the efficiency of the proposed approadatxplained in Section 1ll, a large number of block$ can be
In the simulated experiments, a blue screen plane has been é¢ooerporated in the dimension treated second (in this case,
structed in a virtual environment using an appropriate commég™ — 1)(™=1) 4 m — 1 = 963 blocks). However, the number
cial software package. A virtual camera s utilized to render blug blocks is limited by the horizontal length of the screen,
screen’s portions, for known camera motion parameters, thairigposingM = 528/12 = 44 blocks. Generally, the minimum
rotation axis and angle, 3-D translation and focal length. Quortion of the wall supposed to be visible by the camera
the basis of the captured sequence, camera motion is estimateolld be chosen sufficiently small, since the blue screen is
along the lines of the proposed algorithm and the obtained esnstructed once, and should serve for general purpose shots.
timates are compared to the true ones. The two tones of blaeaddition, intuitively, the horizontal visible portion should be
(gray) appearing in the illustrations are only indicative, in thgenerally chosen smaller than the vertical one, since occlusion
sense that they were chosen to be visually distinguishable. is expected to be larger. In our case, we result to a minimum

For the experiments carried out, a blue screen has bgmnrtion of n x m = 5 x 3 blocks, uniquely identified in a
constructed, along the lines of Section Ill. Assume that dnary matrixB of size34 x 44 blocks.
blue screen wall of physical dimensioBd0 cm x 528 cm By construction, known 3-D structure parameters in the refer-
(corresponding to verticak horizontal lengths) is available ence scene are stored, with respect to Section 1V, as (i) the set of
in the particular studio. Assume also that at least one sevehibrtical’ lines X, = {—(528/2), —(528/2) + 12, —(528/2) +
of the blue screen along the vertical dimension is supposed2te 12, ...,(528/2)}, (ii) the set of ‘horizontal’ linesy;, =

VI. SIMULATION AND DISCUSSION
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EY: (k)

Fig. 2. (a) Captured frame with some grid lines absent and (b) the grid-lines detected.

{—(340/2), —(340/2) + 10, —(528/2) +2-10, ..., (340/2)}, TABLE I
) A _ . DETECTING ABSENT GRID LINES. ESTIMATED LINE PARAMETERS (STARTING
and (iii) the blue screen 3-D depth= » = 2. In fact, vertical FROM LEFT) AS OUTPUT OF HOUGH TRANSFORM, NORMALIZED BY
and horizontal lines, as well as 3-D depth are determined on the ScaLe AND CCD ACTUAL SizEs, NORMALIZED LINE DISTANCES IN
basis of the supposed reference scene. PAIRS COMPUTED FROMPROPOSITION3

In Fig. 1(a), the constructed (virtual) blue screen is depicted.
For an arbitrary camera movement in 3-D space, e.g., for rota- An B norm. Ap, | norm. By | Dy
tion anglea = 17° and axisu = [.760, .588, .277]7, for trans-
lation T = [-120, 80,110]* and scalef = 6, the camera cap- 372 | 306.65 372 626
tures the plue screen portion depicted in Fig. 1(c)._|n this partic- | 341 | 219.27 341 448 1.00
ular experiment, the camera captufig@d x 576 noninterlaced
color images with aspect ratio equal to 1. After performing an | .300 | 117.45 .300 .240 1.03
edge detection step using the Sobel operator, the binary map de
picted in Fig. 1(d) is derived. The lines detected by the Hough 251 1.74 251 004 1.02
transform module, using 824 x 1024 look-up table, are il-
lustrated in Fig. 1(e). The obtained lines were next fed to the 127 | -288.59 127 --589 2.04

camera motion estimation algorithm and the scale and rotation
parameters were directly derived w.r.t. Propositions 5 and 2, redt can be seen in general that appropriate combinations of
spectively; for scalg’ = 6.09 and for rotation anglé& = 17.2°  shifted maximal sequences do not allow large contours of darker
and axisit = [.762,.584,.280]%. As it can be deduced, the ob-or lighter blue to appear on the blue screen. However, in such
tained parameters are remarkably close to the true ones.  rare cases, it is Proposition 3 that ensures that the binary pattern
By observing Fig. 1(d) and (e), it can be seen that the abserg&s successfully extracted. Fig. 2(a) illustrates such a captured
of large contours results in the detection of all grid lines in thieame, while the grid lines detected are depicted in Fig. 2(b).
captured frame, which is in fact the usual case (see below 8y simple observation of Fig. 2(a) and (b), it can be seen that,
the case of absent grid lines). In this sense, the submati ofin order to extract a minimurd x 3 submatrix, the grid line, ab-
corresponding to the visible blue screen portion can be straightrbed in the large lighter blue contour, should be detected. In
forwardly extracted. In fact, as explained above, evénxa3 this case, (10) must be utilized to check for all lines extracted in
submatrix ofS would be sufficient to uniquely localize the por-E£;,; note thatf andR are already obtained at this point. Gen-
tion onto the blue screen. The localization of matsixn the erally, lines inEj;, (or E,) are spatially sorted (which is trivial,
binary matrix, allows the establishment of correspondence ksce they do not coincide inside a frame), and their distance
tweenthe initial 3-D lines and the 2-D lines extracted. Once coriie-pairs is measured using (10). When a distance well exceeds
spondenceis established, Proposition 4 yields the 3-D translationty, an absent line is detected. In fact, the line itself needs not
vectorT' = [—-120.1,79.6,111.3]7 . Inordertovisually verifythe be detected, since knowledge of its absence is sufficient. Indica-
efficiency ofthe proposed method, the frame of Fig. 1(c) isre-retive results on detecting absent grid lines are given in Table II.
dered using the obtained camera motion estimates. In this sei®&arting from the left side, columns 1-2 contain line parame-
the frame of Fig. 1(f) should be directly compared to that of 1(cfers obtained by the Hough transform module, whereas columns
By comparing these figures, it can be pointed out that the sceBwed contain the respective parameters normalized w.r.t. the es-
rendered by another virtual camera, using the estimated motionated focal length and the CCD side lengths. The last column
parameters, would be correctly aligned for compositing. depicts normalized line distances in the reference scene, esti-
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s

S

(¢)

Fig. 3. Natural experiment: (a) the miniature virtual-studio setup, (b) a frame captured by the real-world camera, (c) the edges extractect fmachéd) th
rendered using the estimated camera motion parameters.

mated in terms of Proposition 3. It can be seen, that the normsét to the estimated motion parameters, is given in Fig. 3(d).
ized distance between lines 4 and 5 (rows 4 and 5 in Table II)By comparing Fig. 3(b) and (d), one can deduce that the esti-
approximately equal to two (row 5 in Table 1), which indicatesnated parameters were again remarkably close to the true ones.
that the pattern row included between lines 4 and 5 should Ber the shake of completeness, we include the estimated pa-

doubled. Similar results are obtained in the absence of verticaineters@ = 68.6204°, 4 = [-.563, —.805, A89]1F, T =
lines. [—138,-28,1400]", f = 29.2414 (length measurements in

The algorithm’s performance was tested over a number Billimeters). _ _
simulated experiments using different blue screens and arbitraryinally, it must be pointed out, that the accuracy achieved by
camera motion parameters. In all experiments carried out, #f€ proposed system is only affected by the performance of the

rotation angle and scale did not vary more tharf G8d 0.1, Hough transform. In this sense, by using even larger look-up
respectively. tables, error in motion parameters can be dramatically reduced.

Jrlg_e latter is a question of computational power and real-time

The algorithm’s performance has been tested in a natural .
f’ﬁquwements.

vironment as well, using the miniaturized virtual set depicted
Fig. 3(a). For the example frame depicted in Fig. 3(b), which
was captured by a professional digital camera with a CCD of
physical dimension$.6 mm x 8.8 mm and of pixel dimen- In this work, we proposed a novel system for camera mo-
sions752 x 582, the proposed algorithm was applied in its sultion tracking in virtual studios on the basis of a two-toned blue
part indicated by the solid black rectangular border. The caereen. A novel methodology for the construction of the blue
responding edge detection results are illustrated in Fig. 3(sgreen and its binary map has been developed, taking advan-
while the reconstructed frame, “captured” by a virtual cametage of primitive polynomials and their properties. The pro-

VII. CONCLUSIONS AND FURTHER RESEARCH
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posed blue screen, along with an efficient method for camerg9] M. Hoetter, “Differential estimation of the global motion parameters
motion estimation from 3-D-to-2-D line correspondences, alsg__ 200m and pan,Signal Processyol. 16, no. 3, pp. 249-265, 1989.

T. S. Huang and A. N. Netravali, “Motion and structure from feature

roposed, are proved to yield robust motion estimates for sué%ol :
prop e p Yl - correspondences: A reviewProc. IEEE vol. 82, pp. 252-269, 1994.
cessful image/video compositing.

The main contributions of this work are both the methodology,
for the construction of the blue screen and the camera motio

[11] D. Hughes, “Virtual-studio-ultimatte 8,” ifRT Symp. Virtual Studio

TechnigueMunich, Germany, 1996.

[|:1L2] Y. Liu, T. S. Huang, and O. D. Faugeras, “Determination of camera lo-
cation from 2-D to 3-D line and point correspondenceEEE Trans.

estimation method proposed. As far as the former is concerned,  Pattern Anal. Machine Intellvol. 12, pp. 28-37, Jan. 1990.
it is a flexible option to heuristically constructed blue Screens,[13] J. M. Mendel, “Tutorial in higher order statistics (spectra) in signal pro-

cessing and system theory. Theoretical results and some applications,”

which can meet thg ne_eds of any v_irtual studio: Reggrdir_lg the  proc. IEEE vol. 79, pp. 278305, 1991.
camera motion estimation method, it succeeds in estimating all4] L. Quan and T. Kanade, “Affine structure from line correspondences
motion parameters including the scale (camera fOCUS) Above with uncalibrated affine cameradEEE Trans. Pattern Anal. Machine

Intell., vol. 19, pp. 834-845, Aug. 1997.

all, the proposed method eliminates the need of camera calibras) . s. shapiro, A. Zisserman, and M. Brady, “3-D motion recovery via
tion, since all measurements refer to a virtual reference scene, affine epipolar geometry,int. J. Comput. Vis.vol. 16, pp. 147-182,

and relative camera motion can be reliably extracted.
The results presented in this work provide the ground for fur-

ther improvements in the following manners:

1995.
[16] M. Spetsakis and J. Aloimonos, “Structure from motion using line cor-
respondences/ht. J. Comput. Vis.vol. 4, pp. 171-183, 1990.
[17] M. Tekalp,Digital Video Processing Englewood Cliffs, NJ: Prentice-
Hall, 1995.

1) efficient extraction of camera motion in degenerate case$;g) R.v. Tsai, T. S. Huang, and W. L. Zhu, “Estimating 3-D motion param-

for example when motion or defocus blur is present in
the captured sequence or when the perspective projection

model is reduced to the orthographic one;

eters of a rigid planar patch II: Singular value decompositidBEE
Trans. Acoust., Speech, Signal Processing ASSP-30, pp. 525-534,
Apr. 1982.

[19] J. Weng, T. S. Huang, and N. Ahuja, “Motion and structure from point

2) effective interpolation between successive frames to re-  correspondences with error estimation: Planar surfadEEE Trans.

3) exploitation of the extracted parameters along with the
measured defocus, to estimate the actors’ distance fmﬂgl]
the blue screen (see, for example, Shape From Focus

duce computational cost as well as for smoothing pur-

poses;

methods [1]).

Signal Processingvol. 39, pp. 2691-2717, Dec. 1991.

[20] Y. Xirouhakis and A. Delopoulos, “Least squares estimation of 3-D
shape and motion of rigid objects from their orthographic projections,”
IEEE Trans. Pattern Anal. Machine Intellol. 22, pp. 393-399, Apr.
2000.

Y. Xirouhakis, A. Drosopoulos, and A. Delopoulos, “A novel approach
for the estimation of camera motion in virtual studios applications,”
in Int. Workshop Synthetic-Natural Hybrid Coding 3-D Imaging
(IWSNHC3-DI'99) Santorini, Greece, Sept. 1999.

These prospects are currently under investigation. In additiofz2] z. zhang, “Estimating motion and structure from correspondences of
the testing and the possible incorporation of the proposed line segments between two perspective imagisZE Trans. Pattern

method in real virtual set environments is planned in the[23]

framework of future development activities.
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