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Two channels have been distinguished in human
interaction [1]: one transmits explicit mes-
sages, which may be about anything or noth-
ing; the other transmits implicit messages

about the speakers themselves. Both linguistics and tech-
nology have invested enormous efforts in understanding
the first, explicit channel, but the second is not as well un-
derstood. Understanding the other party’s emotions is
one of the key tasks associated with the second, implicit
channel. To tackle that task, signal processing and analysis
techniques have to be developed, while, at the same time,
consolidating psychological and linguistic analyses of
emotion. This article examines basic issues in those areas.
It is motivated by the PHYSTA project, in which we aim
to develop a hybrid system capable of using information
from faces and voices to recognize people’s emotions.

The human sciences contain a bank of literature on
emotion which is large, but fragmented. The main
sources which are relevant to our approach are in psychol-
ogy and linguistics, with some input from biology. Trans-
lating abstract proposals into a working model system is a
rational way of consolidating that knowledge base. That
approach has several attractions, particularly when refer-
ring to hybrid systems, which include symbolic and
subsymbolic techniques.

First, building an emotion detection system makes it
possible to assess the extent to which theoretical propos-
als explain people’s everyday competence at understand-
ing emotion. So long as it is technically impossible to
apply that kind of test, theories can only be assessed
against their success or failure on selected examples, and
that is not necessarily a constructive approach.

Second, model building enforces coherence. At a
straightforward level, it provides a motivation to inte-
grate information from sources that tend to be kept sepa-
rate. It can also have subtler effects, such as showing that
apparently meaningful ideas are actually difficult to inte-
grate, that conjunctions which seem difficult are quite
possible, or that verbal distinctions and debates actually
reduce to very little.

Hybrid systems have a particular attraction in that they
offer the prospect of linking two types of elements that
are prominent in reactions to emotion—articulate verbal
descriptions and explanations and responses that are felt
rather than articulated, which it is natural to think of as
subsymbolic.

Another related major issue is the emergence of mean-
ing from subsymbolic operations. Intuitively, meanings
related to emotion seem to straddle the boundary between
the logical, discrete, linguistic representations that classical
computing handles neatly (perhaps too neatly to model
human cognition well), and the fuzzy, subsymbolic repre-
sentations that, for example, artificial neural networks con-
struct. That makes the domain of emotion a useful testbed
for technologies which aim to create a seamless hybrid en-
vironment, in which it is possible for something that de-
serves the name meaning to emerge.

The Implicit Channel
The implicit channel is a major feature of human com-
munication, and if progress is made towards reproduc-
ing it, then applications can be expected to follow. It is
useful, however, to indicate the kinds of application that
can easily be foreseen. In particular, applications that
provide a context against which to assess the likely rele-
vance of different theoretical approaches. Obvious pos-
sibilities can be summarized under nine headings,
beginning with broad categories and then considering
more specific applications.

Convergence
It is a feature of human communication that speakers who
are in sympathy, or who want to indicate that they are,
converge vocally on a range of parameters [2]. Conversely,
not to converge conveys a distinct message—roughly,
aloofness or indifference. That is the message that is likely
to be conveyed by an electronic speaker which always uses
a register of controlled neutrality irrespective of the regis-
ter used by a person interacting with it, and it is liable to in-
terfere with the conduct of business. To vary its own
register so that it can converge appropriately, a machine
needs some ability to detect the speaker’s state.

Interaction between Channels
The two channels of human communication interact: the
implicit channel tells people “how to take” what is trans-
mitted through the explicit channel. That becomes partic-
ularly critical in the context of full-blown conversation
rather than minimal, stereotyped exchanges. There is a
growing body of knowledge on the way prosody contrib-
utes to that function [3], and it is reasonable to see it as
part of a wider domain linked to speaker state. For exam-
ple, the same words may be used as a joke, or as a genuine
question seeking an answer, or as an aggressive challenge
(e.g., “I suppose you think England is going to win the
World Cup”). Knowing what is an appropriate continua-
tion of the interaction depends on detecting the register
that the speaker is using, and a machine communicator
that is unable to tell the difference will have difficulty
managing conversation.

Augmenting Human Judgment
Some of the most immediate applications involve gather-
ing data about signs of emotion available to a human,
who is engaged in making judgments about another per-
son and who wants to make them more accurately or ob-
jectively. The classical example is lie detection. Improving
on human performance in that area is a tall order. There
are areas, however, where augmentation is a real possibil-
ity. Two examples can be easily discerned. First, some
clinical diagnoses depend on detecting vocal signs of
emotion, such as the diagnosis of flattened affect in
schizophrenia, which is an indicator of poor prognosis
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and potential hospitalization [4]. Relying on psychia-
trists’ unaided judgment in that area may not be optimal,
since they are not necessarily chosen for the sensitivity of
their ears. Hence it makes sense to supplement their sub-
jective impressions with relevant objective measures, and
there is prima facie evidence that the technology for ob-
taining relevant measures is within reach [5]. Second,
providers of teleconferencing are interested in on-screen
displays carrying information about participants’ emo-
tional states to losses of sensitivity that result from unnat-
uralness of the medium.

Deconfounding
The vocal signs of emotion occupy what has been called
the augmented prosodic domain [7]—a collection of fea-
tures involving pitch (which is usually equated with fun-
damental frequency, abbreviated as F0), amplitude, the
distribution of energy across the spectrum, and some as-
pects of timing [8]. Difficulties arise because the same do-
main carries other types of information, such as
information about the stage an interaction is at (prelimi-
nary exchanges, business, inviting closure, signing off)
[9]. It is important to develop ways of using these pieces
of information to negotiate human/computer transac-
tions and that depends on understanding emotion-re-
lated variation well enough to recognize which underlies
a particular pattern in the augmented prosodic domain.

Production
There is a good deal of interest in generating voices, which
have appropriate emotional coloring [10], [11]. There is a
duality between that problem and the problem of recog-
nizing emotion in speech. In particular, techniques for
learning the subtleties of emotional speech may provide a
way of generating convincingly emotional speech. Similar
points apply to the visual expression of emotion. The gen-
eration of synthetic agents characteristics, which attribute
convincing expression, is crucial for virtual reality, natu-
ral-synthetic imaging, and human-computer interaction.
A special case arises with compression techniques where
there is the possibility of information about emotion being
extracted, transmitted, and used to govern resynthesis.

Note that resynthesis techniques, which fail to transmit
information about emotion, have the potential to be cata-
strophically misleading.

Tutoring
An obvious application for emotion-sensitive machines is
automatic tutoring. An effective tutor needs to know
whether the user is finding examples boring or irritating
or intimidating. As voice and camera inputs get widely
used, it is realistic to ask how such tutors could be made
sensitive to those issues.

Avoidance
A second obvious type of application involves machines
acting as functionaries—personal assistants, information
providers, receptionists, etc. There would be clear advan-
tages if these machines could recognize when the human
they were interacting with was in a state that they were
not equipped to handle and then either close the interac-
tion or hand it over to someone who was equipped to
handle it.

Alerting
Related to the avoidance function is providing systems
which can alert a user to signs of emotion that call for at-
tention. Alerting may be necessary because the speaker
and the person to be alerted are in different places (e.g., an
office manager being alerted to problems with an interac-
tion between one of several members of staff and a client,
a ward nurse being alerted to a patient in distress) or be-
cause the speaker’s attention is likely to be focused on
other issues so that signs of emotion are overlooked (e.g.,
a physician talking to a patient who is not presenting their
real concern, an academic adviser with a student who has
undisclosed problems). The issue may be to alert people
to their own emotions (for instance, so that signs of strain
that might affect a critical operation or negotiation are
picked up before damage is done).

Entertainment
Commercially, the first major application of emotion-re-
lated technology may well be in entertainment and game
programs which respond to the user’s state. There is
probably an immense market for pets, friends, and dolls
which respond even crudely to the owner’s mood.

Many of those applications could be addressed in a
piecemeal way. It seems likely, however, that genuinely
satisfying solutions will depend on a solid theoretical
base. The main concern of this article is with the develop-
ment of that kind of base.

It is important for both theory and application to rec-
ognize that the term “emotion” has a broad and a narrow
sense. The narrow sense refers to what might be called
full-blown emotion, where emotion is (temporarily) the
dominant feature of mental life—it preempts ordinary de-
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liberation and directs people strongly towards a course of
action driven by the emotion. The broad sense covers
what might be called underlying emotion, which colors a
person’s thoughts and actions to a greater or lesser extent
without necessarily seizing control. To avoid confusion,
we use the phrase “emotional state” to describe any men-
tal state where emotion—full blown or underlying—
might reasonably be considered to play a central role. The
term “affect” has a similar scope, but tends to be used in
clinical contexts.

This article considers emotion in the broad sense. Peo-
ple sometimes object to that on the grounds that “emo-
tion” strictly means full-blown emotion. That kind of
argument is plainly irrelevant to deciding how informa-
tion technology should regard underlying emotion. Its
priorities are pragmatic, in the sense that it has to deal
with emotion as it occurs in real settings. In that context,
it would be difficult to justify a policy of ignoring under-
lying emotion. For instance, it is a serious limitation if an
alerting or tutoring system is blind to signs of emotions
like boredom or anger until they become full blown.

The structure of the article is as follows. In the next sec-
tion, we introduce theoretical approaches to emotion and
present the type of responses emotion recognition sys-
tems may provide. Then we discuss emotion-related sig-
nals in speech and the feature analysis techniques which
are related to them. Following that, a similar examination
of emotion-related signals in the face and of expression
recognition techniques will be given. The final two sec-
tions discuss the availability of test material and summa-
rize the state-of-the-art and the kinds of development that
it is possible to envisage.

A Descriptive Framework
for Emotional States
Constructing an automatic emotion recognizer depends
on a sense of what emotion is. Most people have an infor-
mal understanding, but there is a formal research tradition
which has probed the nature of emotion systematically. It
has been shaped by major figures in several disci-
plines—philosophy (Rene Descartes), biology (Charles
Darwin), and psychology (William James)—but it is con-
venient to call it the psychological tradition. Here we con-
sider how ideas drawn from that tradition can be used.

In the context of automatic emotion recognition, un-
derstanding the nature of emotion is not an end in itself.
It matters mainly because ideas about the nature of emo-
tion shape the way emotional states are described. They
imply that certain features and relationships are relevant
to describing an emotional state, distinguishing it from
others, and determining whether it qualifies as an emo-
tional state at all. A descriptive framework embodies
judgments about what those features and relationships
are, and a satisfactory one allows information about them
to be set out in a systematic, tractable way.

It is useful to highlight three kinds of issues that hinge di-
rectly on the choice of a descriptive framework. First, there
are domain issues: what is to be considered an emotional
state? Second, there are input issues: what kinds of evidence
warrant conclusions about emotional states? Third, there
are output issues: what kind of information is it appropriate
for an automatic emotion recognizer to deliver?

The role of the psychological tradition should not be
overstated. Its conclusions are rarely firm enough to dic-
tate the conceptual framework of automatic emotion rec-
ognition. On the other hand, it has generated a wealth of
ideas and techniques with the potential to be useful if they
are used in a pragmatic way. This section aims to intro-
duce those ideas. We briefly review the tradition as a
whole and then consider elements that relate directly to
artificial emotion recognition, using the division between
input and output issues, and separating out those that
deal with physiological underpinnings. Domain issues
are reviewed at the end.

The Psychological Tradition:
A Selective Overview
The psychological tradition has been shaped by a few en-
during ideas [12]. Descartes introduced the idea that a
few basic emotions underlie the whole of emotional life
(the term primary reflects a specific theory about them).
Darwin [76] introduced the idea that emotions are insep-
arable from serviceable associated habits, i.e., distinctive
action patterns selected by evolution because of their sur-
vival value. His main examples were facial expressions
and bodily movements that signal emotion in humans
and (he argued) animals. James drew attention to the inti-
mate connection between emotion and somatic arousal.
Arnold [18] emphasized that emotion entailed a cogni-
tive appraisal, which alerted the organism to situations
with certain special kinds of significance—in her own
phrase, a “direct, immediate sense judgment of weal or
woe” [18, p. 171].

Textbooks tend to present a standard view, which is
that those ideas are all valid, and that between them, they
capture the main aspects of emotion. An important impli-
cation is that emotions are syndromes, defined by the
co-occurrence of several types of events, and it would be a
misrepresentation to regard one aspect as the real sub-
stance of emotion (e.g., arousal) and the others as second-
ary. Several recent accounts propose that emotions
reconfigure the organism—multiple systems lock to-
gether into a pattern that has evolved to deal efficiently
with a particular, pressing kind of situation (e.g., [16],
[184]). Oatley and Johnson-Laird [13] add the idea that
emotional reconfiguration constitutes an information
processing strategy that is potentially valuable for artifi-
cial agents as well as humans (Star Trek viewers may rec-
ognize the idea).

The standard view has real strengths, but it also faces
unresolved problems. Three broad areas of difficulty can
be distinguished, and all of them are relevant to automatic
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emotion recognizers indicating areas where available sci-
ence doesn’t dictate how to proceed and pragmatic judg-
ments must be made.

First, there is no agreement on a set of basic emotions.
Even the criteria for choosing one set rather than another
are not agreed upon, and in fact, focusing on different as-
pects of emotion notoriously tends to produce different
lists. Considering the effort that has been devoted to the
issue, that lack of convergence suggests that there may
well be no natural units to be discovered. The immediate
implication is that selecting lists of emotions to be recog-
nized requires pragmatic choices.

Second, there is unresolved tension between the stan-
dard emphasis on emotions as a product of evolution
and evidence that they are culture dependent. For in-
stance, syndromes may function as recognizable emo-
tions in one culture but not others. Well-known
examples are the medieval European concept of accidie
[30] and the Japanese concept of amae [29], roughly
translated as sinful lethargy and “sweet dependence.”
Social constructivists, such as Averill and Harre, infer
that “emotions are transitory social roles—that is, insti-
tutionalised ways of interpreting and responding to par-
ticular classes of situations” [28, p. 100]. Again, the
immediate implication is that pragmatic choices need to
be made about the way to handle cultural differences.

Third, accounts that emphasize discrete syndromes apply
best to full-blown emotion. As a result, underlying emotion
tends to be rather marginalized. Some authors justify that
emphasis by appeal to the “strict” meaning of the word
emotion. That rests on a model of word meaning that has
been strongly criticized [24]. Once again, approaches to un-
derlying emotion are a matter of pragmatic choice.

The outline above is only intended to provide a context
for the descriptions that follow. More complete summa-
ries are available, usually from a particular viewpoint
(e.g., [14], [12], [17], and [25]).

Input-Related Issues
There is a large literature on the signs that indicate emo-
tion, both within the psychological tradition and beyond
it. Later on we look at technical aspects of the literature,
but there are general issues useful to raise early on. Most
fundamental is a point that has been made strongly by
Russell in the context of facial expression [6]. Ecological
validity has not been an overriding priority in research on
the expression of emotions. As a result, it cannot be as-
sumed that material from the research literature will
transfer easily to real-world applications. Several kinds of
complications need to be recognized.

One key group of issues relates to the idea, stemming
from Darwin, that signs of emotion are rooted in biology
and are therefore universal. In that vein, Ekman and his
colleagues [104] have argued that there are universally
recognized facial expressions for basic emotions, and bio-
logical considerations have been used to predict signs of
emotion in the voice. A universal vocabulary of emotional

signs, rooted in biological principles, is attractive for in-
formation technology. It is clear, however, that not all
emotion is reflected in universally recognized signs. Sev-
eral factors complicate the situation.

Display Rules: Ekman and Friesen stressed the universal
underpinnings of facial expression, but also the way cultur-
ally defined display rules are used to “manage the appear-
ance of particular emotions in particular situations” [104].
Unrestrained expressions of anger or grief are strongly dis-
couraged in most cultures and may be replaced by an at-
tempted smile rather than a neutral expression; detecting
those emotions depends on recognizing signs other than
the universally recognized archetypal expressions.

Deception: There is a fine line between display rules and
deception. Deliberately misrepresenting emotional states
is manifestly part of social life, and for that reason, detect-
ing deception has been a key application for the psycho-
logical tradition. It is another pragmatic decision on how
artificial emotion recognizers should approach decep-
tion. Trying to detect it puts a premium on using indica-
tors that humans do not (e.g., physiological). Our main
interest is trying to match the things that humans can do,
and that means accepting that the system will be deceived
as humans are.

Systematic Ambiguity: Signs which are relevant to emo-
tion may also have alternative meanings. Obviously, low-
ered eyebrows may signify concentration as well as anger.
Less obviously, there are strong similarities between the
prosodic characteristics associated with depression [189]
and those associated with poor reading [190]. The sys-
tematic ambiguity of individual signs is a serious issue for
any practical application. It makes coordinating informa-
tion from different modalities a high priority; this is why
later sections consider both speech and facial expression.

A second group of issues relates to the structure of in-
formation sources. A large proportion of research has
dealt with sources that can be thought of as qualitative
targets—a smile, a distinctive kind of pitch contour in
speech, and so on. There are practical reasons for that em-
phasis, particularly in research without access to high
technology: qualitative targets are comparatively easy to
identify or manipulate.

It has gradually become clear that structurally different
types of sources need to be considered. Some sources
function as gestures, which are extended in time: for in-
stance, judgments about a smile depend on its time course
as well as its final shape. Other cues appear to lie in the
manner of an action, for instance, the way spoken words
are stressed [8]. Others are heavily dependent on context
for their meaning—for instance, a flush that in isolation
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Table 1. Emotion Words from Whissell and Plutchik.

Activ Eval Angle Activ Eval Angle

Accepting 0 Disgusted 5 3.2 161.3

Adventurous 4.2 5.9 270.7 Disinterested 2.1 2.4 127.3

Affectionate 4.7 5.4 52.3 Disobedient 242.7

Afraid 4.9 3.4 70.3 Displeased 181.5

Aggressive 5.9 2.9 232 Dissatisfied 4.6 2.7 183

Agreeable 4.3 5.2 5 Distrustful 3.8 2.8 185

Amazed 5.9 5.5 152 Eager 5 5.1 311

Ambivalent 3.2 4.2 144.7 Ecstatic 5.2 5.5 286

Amused 4.9 5 321 Elated 311

Angry 4.2 2.7 212 Embarrassed 4.4 3.1 75.3

Annoyed 4.4 2.5 200.6 Empty 3.1 3.8 120.3

Antagonistic 5.3 2.5 220 Enthusiastic 5.1 4.8 313.7

Anticipatory 3.9 4.7 257 Envious 5.3 2 160.3

Anxious 6 2.3 78.3 Exasperated 239.7

Apathetic 3 4.3 90 Expectant 257.3

Apprehensive 83.3 Forlorn 85

Ashamed 3.2 2.3 83.3 Furious 5.6 3.7 221.3

Astonished 5.9 4.7 148 Generous 328

Attentive 5.3 4.3 322.4 Gleeful 5.3 4.8 307

Awed 156.7 Gloomy 2.4 3.2 132.7

Bashful 2 2.7 74.7 Greedy 4.9 3.4 249

Bewildered 3.1 2.3 140.3 Grief-stricken 127.3

Bitter 6.6 4 186 Grouchy 4.4 2.9 230

Boastful 3.7 3 257.3 Guilty 4 1.1 102.3

Bored 2.7 3.2 136 Happy 5.3 5.3 323.7

Calm 2.5 5.5 37 Helpless 3.5 2.8 80

Cautious 3.3 4.9 77.7 Hesitant 134

Cheerful 5.2 5 25.7 Hopeful 4.7 5.2 298

(Continued on next page)
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Table 1. Emotion Words from Whissell and Plutchik (continued).

Activ Eval Angle Activ Eval Angle

Confused 4.8 3 141.3 Hopeless 4 3.1 124.7

Contemptuous 3.8 2.4 192 Hostile 4 1.7 222

Content 4.8 5.5 338.3 Humiliated 84

Contrary 2.9 3.7 184.3 Impatient 3.4 3.2 230.3

Co-operative 3.1 5.1 340.7 Impulsive 3.1 4.8 255

Critical 4.9 2.8 193.7 Indecisive 3.4 2.7 134

Curious 5.2 4.2 261 Indignant 175

Daring 5.3 4.4 260.1 Inquisitive 267.7

Defiant 4.4 2.8 230.7 Interested 315.7

Delighted 4.2 6.4 318.6 Intolerant 3.1 2.7 185

Demanding 5.3 4 244 Irritated 5.5 3.3 202.3

Depressed 4.2 3.1 125.3 Jealous 6.1 3.4 184.7

Despairing 4.1 2 133 Joyful 5.4 6.1 323.4

Disagreeable 5 3.7 176.4 Loathful 3.5 2.9 193

Disappointed 5.2 2.4 136.7 Lonely 3.9 3.3 88.3

Discouraged 4.2 2.9 138 Meek 3 4.3 91

Nervous 5.9 3.1 86 Self-conscious 83.3

Obedient 3.1 4.7 57.7 Self-controlled 4.4 5.5 326.3

Obliging 2.7 3 43.3 Serene 4.3 4.4 12.3

Outraged 4.3 3.2 225.3 Shy 72

Panicky 5.4 3.6 67.7 Sociable 4.8 5.3 296.7

Patient 3.3 3.8 39.7 Sorrowful 4.5 3.1 112.7

Pensive 3.2 5 76.7 Stubborn 4.9 3.1 190.4

Perplexed 142.3 Submissive 3.4 3.1 73

Planful 269.7 Surprised 6.5 5.2 146.7

Pleased 5.3 5.1 328 Suspicious 4.4 3 182.7

Possessive 4.7 2.8 247.7 Sympathetic 3.6 3.2 331.3

Proud 4.7 5.3 262 Terrified 6.3 3.4 75.7

(Continued on next page)



might signal either pleasure or anger. It is not clear how
much the everyday expression of emotion relies on tradi-
tional qualitative targets and how much on these subtler
types of source. That theme runs through later sections.

Output-Related Issues
The obvious goal for an automatic recognizer is to assign
category labels that identify emotional states. However, la-
bels as such are very poor descriptions. In addition, humans
use a daunting number of labels to describe emotion. Table
1 illustrates the point using two lists cited by Plutchik, who
takes a relatively conservative view of what emotion is. It is
difficult to imagine artificial systems beginning to match the
level of discrimination that those lists imply. This section
considers alternative ways of representing emotional states,
drawn from the psychological tradition. It begins by de-
scribing representations that are simple and uniform, but
approximate, and moves on to more complex options.

Activation-Evaluation Space and Related Representations
Activation-emotion space is a representation that is both
simple and capable of capturing a wide range of signifi-
cant issues in emotion. It rests on a simplified treatment
of two key themes.

Valence: The clearest common element of emotional
states is that the person is materially influenced by feelings
that are valenced, i.e., they are centrally concerned with
positive or negative evaluations of people or things or
events. The link between emotion and valencing is widely
agreed, although authors describe it in different terms.
Arnold refers to the “judgment of weal or woe” [18, p.
171]; Tomkins, describes affect as what gives things
value—“without its amplification, nothing else matters,
and with its amplification, anything else can matter” [26,
pp. 355-356]; Rolls sees emotional processing as where
“reward or punishment value is made explicit in the repre-
sentation” [182, p. 6].

Activation Level: Research from Darwin forward has rec-
ognized that emotional states involve dispositions to act in
certain ways. A basic way of reflecting that theme turns out
to be surprisingly useful. States are simply rated in terms of
the associated activation level, i.e., the strength of the per-
son’s disposition to take some action rather than none.

The axes of activation-evaluation space reflect those
themes. The vertical axis shows activation level and the
horizontal axis evaluation. A basic attraction of that ar-
rangement is that it provides a way of describing emo-
tional states which is more tractable than using words,
but which can be translated into and out of verbal descrip-
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Table 1. Emotion Words from Whissell and Plutchik (continued).

Active Eval Angle Active Eval Angle

Puzzled 2.6 3.8 138 Timid 65

Quarrelsome 4.6 2.6 229.7 Tolerant 350.7

Ready 329.3 Trusting 3.4 5.2 345.3

Receptive 32.3 Unaffectionate 3.6 2.1 227.3

Reckless 261 Uncertain 139.3

Rebellious 5.2 4 237 Uncooperative 191.7

Rejected 5 2.9 136 Unfriendly 4.3 1.6 188

Remorseful 3.1 2.2 123.3 Unhappy 129

Resentful 5.1 3 176.7 Unreceptive 170

Revolted 181.3 Unsympathetic 165.6

Sad 3.8 2.4 108.5 Vascillating 137.3

Sarcastic 4.8 2.7 235.3 Vengeful 186

Satisfied 4.1 4.9 326.7 Watchful 133.3

Scared 66.7 Wondering 3.3 5.2 249.7

Scornful 5.4 4.9 227 Worried 3.9 2.9 126



tions. Translation is possible because emotion-related
words can be understood, at least to a first approxima-
tion, as referring to positions in activation-emotion
space. Various techniques lead to that conclusion, includ-
ing factor analysis, direct scaling, and others [22].

The numbers in Table 1 show how words can be re-
lated to activation-evaluation space. It reflects two stud-
ies, one due to Whissell [22] and the other due to Plutchik
[23]. The first two numerical columns show values for ac-
tivation and evaluation that were found in the study by
Whissell. Terms like patient and cautious (at 3.3) signify a
mid level of activation, surprised and terrified (over 6)
signify a high level, and bashful and disinterested (around
2) signify low activation. Evaluation ranges from guilty
(at 1.1), representing the negative extreme, to delighted
(at 6.6), representing the positive extreme.

A surprising amount of emotional discourse can be
captured in terms of activation-emotion space. The third
column of Table 1, based on data from Plutchik, reflects
one development. Words that describe full-blown emo-
tions are not evenly distributed in activation-emotion
space. Instead they tend to form a roughly circular pat-
tern. From that and related evidence, Plutchik has argued
that there is a circular structure inherent in emotionality.
The figures in the third column of Table 1 reflect that ap-
proach: they give empirically derived angular measures
which specify where on the emotion circle each word lies,
in terms of a reference system defined by axes running ap-

proximately from acceptance (0) to disgust (180) and
from apathetic (90) to curious (270). The measures can
be called emotional orientation.

Identifying the center as a natural origin has several
implications. Emotional strength can be measured as the
distance from the origin to a given point in activa-
tion-evaluation space. The concept of a full-blown emo-
tion can then be translated roughly as a state where
emotional strength has passed a certain limit. An interest-
ing implication is that strong emotions are more sharply
distinct from each other than weaker emotions with the
same emotional orientation. A related extension is to
think of primary or basic emotions as cardinal points on
the periphery of an emotion circle. Plutchik has offered a
useful formulation of that idea, the “emotion wheel”
which is shown in Fig. 1.

Activation-evaluation space is a surprisingly powerful de-
vice, and it has been increasingly used in computationally
oriented research (e.g., [96], [183], [197]). It has to be em-
phasized, however, that representations of that kind depend
on collapsing the structured, high-dimensional space of pos-
sible emotional states into a homogeneous space of two di-
mensions. There is inevitably loss of information and, worse
still, different ways of making the collapse lead to substan-
tially different results. That is well illustrated in the fact that
fear and anger are at opposite extremes in Plutchik’s emo-
tion wheel, but close together in Whissell’s activation/emo-
tion space. Extreme care, thus, is needed to ensure that
collapsed representations are used consistently. That point is
followed up later on.

Categories Related to Time
Everyday usage divides emotional states into categories
that are related to time, reflecting the fact that emotional
life has a definite temporal structure. Emotion in its nar-
row sense—full-blown emotion—is generally short lived
and intense. “Mood” describes an emotional state that is
underlying and relatively protracted. Emotional traits are
more or less permanent dispositions to enter certain emo-
tional states. Emotional disorders—such as depression or
pathological anxiety—also fall within the broad category
of emotional states. They may involve both full-blown
and protracted emotion. Figure 2, adapted from [17],
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Joy Acceptance

Anticipation Fear

Anger Surprise

Disgust Sadness

� 1. Plutchik’s “emotion wheel.”

Expressions

Autonomic
Changes

Attitudes

Self Reported
Emotions (Fullblown)

Moods

Emotional Disorders

Traits

Seconds Minutes Hours Days Weeks Months Years Lifetime

� 2. Temporal characteristics of emotion categories.



summarizes the temporal charac-
teristics of these categories. It is in-
teresting that emotion words can
refer to many categories, e.g.,
“happy” may describe a full-blown
emotion, a mood, or a trait.

Dealing with the temporal
structure of emotional life is a diffi-
cult challenge, but an interesting
one. There are obvious reasons for
trying to assess whether a user is
briefly angry or constitutionally
bad tempered. It is natural for an
emotion recognizer to build up a
representation of the user on at
least two time scales, one short
(dealing with full-blown emo-
tions) and one long (dealing with
moods and traits).

Appraisals—Expanding the Evaluation Axis
Cognitive theories [19] stress that emotions are inti-
mately connected to a situation that is being experienced
or imagined by the agent—or, more precisely, to mental
representations that highlight key elements of a situation
and identify them as positive or negative. These represen-
tations have generally been called appraisals. An appraisal
can be thought of as a model which is selective and
valenced—i.e., highlights key elements of a situation and
their values for good or ill.

Evaluation level amounts to an extremely reduced de-
scription of the appraisal that the agent has in mind.
Richer analysis of an emotion depends on expanding that
description by specifying what is appraised as good or bad
about the situation. The psychological tradition offers
various ways of making that expansion. For information
technology, those expansions offer ways of associating an
emotional state with a meaningful description rather than
an unanalyzed label.

One broad approach follows up Darwin’s view of emo-
tions as evolutionary adaptations. Table 2, due to Plutchik,
illustrates that approach. The first two columns effectively
identify basic appraisals that could apply to humans or ani-
mals alike. The problem with that kind of analysis is that
even if it does capture something about the roots of emo-
tion, it is not obvious how it could be transferred to any sit-
uation where an automatic emotion recognizer would be
likely to operate. That is linked to the fact that the scheme is
oriented towards full-blown emotions, and extrapolation
to underlying emotion is nontrivial.

In contrast, cognitive approaches have tried to set out
underlying distinctions from which it is possible to derive
a range of appraisals corresponding to the range of emo-
tions. Table 3 summarizes the distinctions used in two
substantial proposals of that kind, due to Roseman [193],
[194] and to Ortony et al. [195]. Both include two dis-
tinctions that can be regarded as basic—whether the key

elements of the situation are positively or negatively eval-
uated in themselves and whether they make the agent’s
goals more or less likely to be achieved. Roseman identi-
fied additional distinctions based on the way agents ap-
praise key elements of the perceived situation—what
agency is responsible for it, whether the main elements
are known or unknown, and whether the agent regards
him- or herself as powerful or powerless. Ortony et al. ad-
vocated a different kind of distinction, based on the idea
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Table 2. Extract from “Emotions and Their Derivatives” (Plutchik, 1980).

Stimulus Cognition Subjective
Language

Behavior

Threat Danger Fear Escape

Obstacle Enemy Anger Attack

Potential mate Possess Joy Mate

Loss of valued individual Abandonment Sadness Cry

Member of one’s group Friend Acceptance Groom

Unpalatable object Poison Disgust Vomit

New territory What’s out there? Expectation Map

Unexpected object What is it? Surprise Stop

Table 3. Distinctions from which Appraisals
Corresponding to a Range of Emotions

Can Be Derived.

Roseman Ortony et al.

What are the elements that form the focus of  the appraisal?

Focal agent (self other(s)) +

Focal level
(objects/actions/consequences
of actions or events)

+

How are focal elements evaluated?

Intrinsic value (intrinsically
appealing/aversive)

+ +

Contextual value
(consistent/inconsistent with
agent’s aspirations)

+ +

Clarity
(known/uncertain/unknown)

+

Agency (caused by self/other
agent/circumstances)

+



that appraisals may emphasize different kinds of element.
The focus may be on different agents—the person experi-
encing the emotion or someone else. It may also be on
different levels—objects (which may be people or
things), actions (of people or animals), or sequences of
causally related actions or events. Broadly speaking, the
range of emotions that can be associated with an object as
such is much narrower than the range of emotions that
can be related to a sequence of events involving oneself
and various others.

Cognitive theory provides a strong argument against
equating emotion recognition with assigning category la-
bels. Instead, it involves modeling the way a person per-
ceives the world (or key aspects of it). Labeling could still be
pivotal if the process proceeded by assigning an unanalyzed
category label and accessing the relevant appraisal via the la-
bel. It clearly makes sense, however, to consider the oppo-
site route. The key question is whether there could be signs
that a person perceives him/herself as strong or weak, that
he/she feels in possession of adequate information, or that
he/she is considering a sequence of events extending into the
past and/or the future rather than being focused simply on
the present. If so, then identifying those signs could precede
and facilitate assigning category labels.

It seems likely to be a long time before automatic emo-
tion recognizers will incorporate all the subtleties consid-
ered by Ortony et al. Analyses like theirs, however, help

to highlight issues that a simpler approach might address.
They also identify terms that may be difficult to attribute
automatically; some appraisals may involve multiple
agents and complex relationships, such as pity, remorse,
or gratitude.

Action Tendencies—Expanding the Activation Axis
The activation axis of activation-evaluation space can be
expanded by distinguishing the kinds of action that emo-
tion may prompt or inhibit. Frijda, in particular, has ex-
plored the link between emotions and activation
tendencies. Table 4 describes a set of basic action tenden-
cies identified by Frijda [196]. He has used that kind of
correspondence to argue that emotions and their associ-
ated action tendencies are “one and the same thing.” The
claim is plausible for the examples in the table, but harder
to sustain elsewhere. Joy, he himself calls an activation
mode; it means generalized readiness to take opportuni-
ties for activity. The link to action is still less obvious in
cases such as pity or remorse.

Clearly developing good descriptions of action ten-
dencies is an important goal for information technology:
after all, the usefulness of automatic emotion recognizers
depends on their ability to anticipate what people may do
when they are in particular emotional states. It is less clear
how the descriptions might be generated. In the style of
description developed by Frijda, action tendencies are
more or less discrete, and there seems little option but to
label the emotional state and access the relevant action
tendency via the label. It would be interesting if possible
actions could be decomposed in a way that allowed recog-
nizable signs to be associated with broad types of action
tendency and used to identify the emotion.

An example of that kind of decomposition comes from
research on the development of emotions. Figure 3 shows
a scheme put forward by Fox [27], which has a strong fla-
vor of action tendencies. It proposes that emotions origi-
nate in two broad action tendencies—to approach or to
withdraw. These are differentiated at the second level into
approach with a view to gaining pleasure (joy), approach
with a view to gaining information (interest), and ap-
proach with a view to confrontation (anger)—and so on.

Another variation on the theme of action tendencies is
to consider emotions as prompts to plan an action pat-
tern. For Oatley and Johnson-Laird [13], [20], the fact
that emotions tend to be signaled reflects the fact that es-
tablishing a plan of action may not be an individual mat-
ter, because the viability of a given plan may depend on
other people’s attitudes. The idea is attractive, but like so-
phisticated appraisal models, its relevance to information
technology may be in the long term.

Category Labels
Category labels are not a sufficient representation of emo-
tional state, but they are probably necessary. The choice of
a suitable set to use is important, but not straightforward.
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Table 4. Basic Action Tendencies
Identified by Frijda.

Action
Tendency

Function Emotion

Approach Permits
consummatory
behavior

Desire

Avoidance Protection Fear

Being-with Permits
consummatory
activity

Enjoyment,
confidence

Attending Orientation to stimuli Interest

Rejecting Protection Disgust

Nonattending Selection Indifference

Agonistic
(attack/threat)

Regaining control Anger

Interrupting Reorientation Shock, surprise

Dominating Generalized control Arrogance

Submitting Secondary control Humility,
resignation



The sheer variety of emotion terms that
exist in everyday language was illustrated in
Table 1. There is no immediate prospect of
an automatic emotion recognizer using the
whole range. Worse, the diversity of terms is
an obstacle to synthesis. As will be shown in
the next section, research in some traditions
has made a point of finding words that con-
vey the exact shade of emotion that is experi-
enced or conveyed in particular situations.
The result is a mass of material that defies in-
tegration because no two studies talk about
the same emotional category. Converging on a smaller vo-
cabulary is a prerequisite for progress.

The traditional approach has been to expect that sci-
ence will define a core vocabulary corresponding to basic
emotions. At this stage, that seems optimistic. Focusing
on different aspects of emotion suggests different sets of
basic emotions or none; see, e.g., the schemes reported
above from Plutchik (Fig. 1), Frijda (Table 4), Fox (Fig.
3), and the Ortony et al. proposal which implies an indefi-
nite number of possible appraisal types. There is still less
encouragement for the Cartesian idea that basic catego-
ries can serve as primaries, mixing to produce other emo-
tions—that has been called the “palette theory.”

Some categories do appear on almost every list of basic
emotions—happiness, sadness, fear, anger, surprise, and
disgust. It is not in doubt that they are key points of refer-
ence. It is probably best to describe them as archetypal
emotions, which reflects the fact that they are undeniably
the obvious examples of emotion. Although the arche-
typal emotions are important, they cover rather a small
part of emotional life. It is a pragmatic problem to find a
set of terms that covers a wider range without becoming
unmanageable. We have developed a pragmatic approach
to finding such a set, which we call a basic emotion vocab-
ulary. It is reported below.

BEEVer—A Pragmatic Synthesis
Recently, ideas from the psychological tradition were
used to assemble a descriptive framework suitable for use
in automatic emotion recognition [197]. Category terms
were chosen by asking naive subjects to select, from a lon-
ger list, 16 words that would form a basic English emo-
tion vocabulary (BEEV for short). The meaning that they
attached to each word was assessed in two ways: 1) sub-
jects located it in activation-emotion space and 2) an-
swered questions about the broad kind of action tendency
and appraisal that the word implied.

The questions about action tendency followed Fox:
subjects rated their expectation that an individual in that
state would tend to engage with the person or situation
causing the emotion, withdraw, or try to acquire infor-
mation. Following Ortony et al. [195], the appraisal
questions tried to tap implied sequences of events. They
asked whether the individual would be concerned with a
situation in his or her current surroundings and/or with

one in the past, one in the future, or one that was primar-
ily in his or her own mind. Each situation that was
deemed relevant was then considered, asking about the
individual’s perception of his/her own power, knowledge
or lack of it, and moral justification, along with parallel
questions about any significant other in the situation.

The main results are summarized in Table 5. The
words in the first column were selected from an initial list
(based on Table 1 and similar sources) by removing those
that were almost never included in a BEEV. The words in
bold type were included by at least half the subjects. The
next two columns show locations in activation-emotion
space, giving first emotional orientation and then emo-
tion strength (1=maximum). The words are ordered by
emotional orientation. The remaining columns highlight
features that provided additional discrimination. The
“approach- withdraw” responses showed a default pat-
tern: negative emotional orientation generally meant a
balance in favor of withdrawal, and positive meant a bal-
ance in favor of engaging. The interesting cases are the ex-
ceptions. Worry, anger, sympathy, and surprise showed
no decisive balance, i.e., action was judged unpredictable.
Boredom, disgust, fear, and anxiety were marked by an
unusually strong inclination to withdraw (shown by the
+ prefix). The tendency to seek information was not usu-
ally an issue. Cases where it was are coded in terms of an
open mind (disposed to seek information) or a closed
one. The remaining columns show the individual’s own
perceived power in the present situation, and his/her per-
ceived orientation to situations in the present, past and
future, and elsewhere (usually imagined).

The data are presented not as a reference (a larger subject
pool would be needed for that), but to illustrate the kind of
descriptive system that it is natural to develop. It makes
sense to understand that assigning a category term such as
“worried” means, roughly, that the user has a generally neg-
ative outlook, feels powerless and in need of information, is
concerned with the future, and might act unpredictably.
That kind of information has the potential both to guide re-
sponse and to suggest an explanation for signals indicating
qualities such as powerlessness and need of information.

Physiological Issues
Although physiology has been an integral part of the psy-
chological tradition, it interacts relatively little with the
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Approach

1st Level

2nd Level

3rd Level

Withdrawal

Joy Interest Anger Distress Disgust Fear

Pride Concern Hostility Misery Contempt Horror

Bliss Responsibility Jealousy Agony Resentment Anxiety

� 3. Development of emotional distinctions (after Fox).
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Table 5. A Basic English Emotion Vocabulary with Simple Semantic Features.

Emotional
Orientation

Strength
of
Emotion

Disposed to
Engage or
Withdraw

Open- or
Closed-
minded

Own
Perceived
Power

Oriented to
Surroundings

Oriented
to Other
Time

Oriented
Elsewhere

Bored −166 .46 +withdraw ++closed −power +surround −past
−future

Disappointed −133 .49 withdraw +past

Guilty −126 .53 withdraw +past

Desparing −116 .99 withdraw −power

Hurt −115 .75 withdraw

Sad −101 .78 withdraw −power +surround

Ashamed −95 .74 withdraw +past

Resentful −89 .74 withdraw +past

Jealous −89 .48 withdraw +surround

Worried −80 .65 unpredict-
able

+open −power +future

Disgusted −76 .73 +withdraw ++closed +surround

Disagreeable −67 .47 withdraw −elsewh

Annoyed −62 .5 withdraw +surround −elsewh

Irritated −61 .64 withdraw +closed +surround

Disapproving −57 .31 withdraw −elsewh

Embarrassed −55 .42 withdraw +closed

Afraid −52 .84 +withdraw +closed − −power +future

Angry −48 .95 +unpredict-
able

+surround

Anxious −43 .72 +withdraw −power +future +elsewh

Nervous −38 .68 withdraw +surround +future +elsewh

Panicky −25 .86 withdraw +closed −power −past

Sympathetic 5 .66 unpredict-
able

+open

Surprised 7 .78 +unpredict-
able

−past

Interested 17 .7 engage +open

Excited 24 .95 engage +open +future

(Continued on next page)



main issues considered in this article. For completeness,
key ideas are summarized briefly here.

Emotional arousal has a range of somatic correlates, in-
cluding heart rate, skin resistivity, temperature, pupillary
diameter, and muscle activity. These have been widely used
to identify emotion-related states—most obviously in lie
detection. Traditional versions of that approach have an
obvious limitation, in that they require the user to be
wired. In addition, the most extensively studied applica-
tion, lie detection, gives unreliable results, even in the
hands of a skilled human operator [198]. An ingenious
variant with applications in human computer interaction
(HCI) is to measure some parameters using a specially
constructed mouse (http://www.almaden.ibm.com/
cs/blueeyes/ mouse.html#top). Speech has also been
treated as a source of evidence for somatic changes associ-
ated with emotion.

Research on brain mechanisms of emotion is a rapidly
growing field (for a recent review, see [182]). Its main rele-
vance here is that it reinforces the view that emotion is mul-
tifaceted. A number of different brain systems are strongly

associated with emotion, and they map at least roughly
onto the kind of division that has been outlined above. The
amygdala have rich inputs from sensory systems and are in-
volved in learning the reward values of stimuli. It is natural
to interpret them as a key site in valenced appraisal. The
orbitofrontal cortex is involved in preparing behavioral re-
sponses and also in some autonomic responses. It is natural
to link its function to action tendencies. The basal forebrain
has widespread effects on cortical activation, and direct links
to autonomic nuclei; the fact suggests a role in arousal.
Various cortical areas seem to have emotion-related func-
tions. Neurons in the superior temporal sulcus respond to
emotionally significant facial expressions. There also ap-
pear to be differences between the two cerebral hemi-
spheres, relating perhaps to visual recognition as against
verbal articulation of emotion.

It is striking how extensive emotion-related systems
are in the brain. That underlines the importance of emo-
tion in human life and also the scale of the task that is
likely to be involved in developing an artificial emotion
recognizer which matches human abilities.
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Table 5. A Basic English Emotion Vocabulary with Simple Semantic Features (continued).

Emotional
Orientation

Strength
of
Emotion

Disposed to
Engage or
Withdraw

Open- or
Closed-
minded

Own
Perceived
Power

Oriented to
Surroundings

Oriented
to Other
Time

Oriented
Elsewhere

Loving 25 .84 +engage

Affectionate 43 .72 engage

Pleased 44 .52 engage

Confident 44 .75 engage +power

Happy 47 .71 engage

Joyful 52 .66 +engage +surround –future –elsewh

Amused 53 .71 engage +surround −past,
−future

Proud 66 .59 engage +power −future

Hopeful 69 .74 engage +open ++future +elsewh

Calm 115 .72 engage −past +elsewh

Content 136 .66 engage +elsewh

Relieved 149 .75 unpredict-
able

+past +elsewh

Serene 151 .9 engage +surround +elsewh

Relaxed 153 .68 engage +open −past +elsewh

Satisfied 172 .62 engage +surround −past +elsewh



Overview and Domain Issues Revisited
The domain of emotional states is considered at the end of
this section because ideas about its structure and bound-
aries depend on ideas about representing emotion, which
have now been outlined.

The representations that have been considered reflect
the standard view that several types of element co-occur
in full-blown emotions—appraisals, feelings, arousal, and
action tendencies, including tendencies to give signs of
emotion. If so, full-blown emotions would appear to be-
long within a wider domain of states that include some of
those elements, but not necessarily all. That is a useful
model for what we have called the domain of emotional
states. We regard that as the natural topic for automatic
emotion recognition. Among other things, that approach
enshrines the reasonable principle that full-blown emo-
tion ought to be considered in a context of states that
might be confused with it, or lead to it, or have some of
the same implications for behavior.

Several types of state that belong in the wider domain
have been mentioned—moods, weak emotions, and
states that may lead to full-blown emotions. Two others
are worth highlighting.

Linguists, in particular, have studied states such as hos-
tility, sarcasm, and curiosity, which are described as atti-
tudes. There are signs that express these states, and they are
distinctly valenced—i.e., positive or negative feelings to-
wards something are a prominent element— but they are
not strongly associated with arousal or concrete action ten-
dencies. They tend to involve rather sophisticated kinds of
appraisal. Some psychologists imply that attitude is a kind
of affect [184], while others consider affect as a component
of attitude [185]. The difference is not important here.

States such as distress, euphoria, or eagerness are
partly similar. They are valenced and associated with
rather nonspecific action tendencies. The appraisals are
quite nonspecific, however, and they are strongly associ-
ated with arousal. Valenced arousal seems a suitable term

for them. Both science and pragmatics suggest that states
like those fall within the natural remit of automatic emo-
tion recognition—science, because it would be unsatisfy-
ing to study full-blown emotions without reference to
other states where the same elements play a key role (par-
ticularly the same kinds of sign), and pragmatics, because
the states form a large part of the way emotional issues en-
ter into everyday life.

Concentrating on archetypal emotions might be justi-
fied as a way into the wider domain. It is clear, though,
that there are pitfalls on that route. Pure emotion is diffi-
cult to study because it is relatively rare and short lived,
and eliciting it presents ethical problems. That makes it
easy to slip into using simulations as a surrogate, and their
ecological validity is highly suspect. There are also warn-
ing signs that it may be difficult to generalize findings
from that approach. The reason may be that in emotion,
as elsewhere, using carefully selected evidence makes it
possible to evade issues that rapidly become important in
anything but idealized cases. An aspect of that problem is
that categorical representations may apply well to arche-
typal emotions, but much less so elsewhere.

Against that background, it makes sense to consider al-
ternative strategies. Three in particular arise out of the
representations that have been considered. Activation-
evaluation space points to one alternative, which is to be-
gin by assigning descriptions that are coarse, but that can
be applied over a wide range of states. BEEVer embodies
a related idea, which is to identify a reduced vocabulary
that allows a wide range of states to be described at least
roughly. The third alternative is to explore correspon-
dences between expressive signs and features that run
through a range of emotional states—for instance, the
features in Table 5 that emerged in the BEEVer study.
The reviews of sources that follow are guided by that as-
sessment, taking a broad view of the subject matter, and
of the ways we may approach it.
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Table 6. Emotions and Speech Parameters (from Murray and Arnott, 1993).

Anger Happiness Sadness Fear Disgust

Rate Slightly faster Faster or slower Slightly slower Much faster Very much faster

Pitch Average Very much higher Much higher Slightly lower Very much higher Very much lower

Pitch Range Much wider Much wider Slightly narrower Much wider Slightly wider

Intensity Higher Higher Lower Normal Lower

Voice Quality Breathy, chest Breathy, blaring
tone

Resonant Irregular voicing Grumble chest
tone

Pitch
Changes

Abrupt on stressed Smooth, upward
inflections

Downward
inflections

Normal Wide, downward
terminal inflects

Articulation Tense Normal Slurring Precise Normal



Speech and Emotional States
Speech consists of words spoken in a particular way. This
section is concerned primarily with the information about
emotion that resides in the way the words are spoken.

There is a substantial body of literature on archetypal
emotions and speech, dating back to the 1930s
[31]-[33]. A number of key review articles summarize
the main findings, notably Frick [34], Scherer [15], and
Murray and Arnott [35]. A second body of literature
deals with other emotional states, particularly those
which tend to be described as attitudes. Key descriptions
are contained in Schubiger [36], Crystal [37], [38], and
O’Connor and Arnold [39]. The material is very diverse
methodologically. The relevant speech variables are
sometimes measured instrumentally, but they are often
described in impressionistic terms, which may be highly
subjective. A relatively small number of studies leads di-
rectly to possible implementations.

Different methodologies also tend to be associated
with different emotional domains. By and large
experimentalists have focused on archetypal emotions. The
ones most studied are anger, happiness/joy, sadness, fear,

and disgust; also studied experimentally are surprise/
astonishment, grief/sorrow, affection/tenderness, and sar-
casm/irony [35]. In contrast, linguists have used a much
wider range of labels to describe emotional states or atti-
tudes. Two studies by Schubiger [36] and O’Connor and
Arnold [39], for example, used nearly 300 labels between
them. These cover states such as “abrupt, accusing, affable,
affected, affectionate, aggressive, agreeable, airy, amused,
angry, animated, annoyed, antagonistic, apologetic, ap-
pealing, appreciative, apprehensive, approving, argumen-
tative, arrogant, authoritative, awed...” Arguments tend to
be based on linguists’ intuitions and illustrated by examples
of particular intonational patterns across phrases or sen-
tences which convey a certain kind of feeling.

The aim of this section is to draw together that mate-
rial in a way that is reasonably systematic to provide a
background against which it is possible to make informed
judgments about the features an emotion detection sys-
tem might use.

Descriptive Frameworks for Speech
Discussions of emotion and speech depend on concepts
that are not necessarily well known outside the speech
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Table 7. Table of Speech and Emotion (a).

Anger Happiness/Elation Sadness

Acoustic Pitch

Intensity

Duration

Spectral

Increase in mean [156], [157],
[158], median [32], range [32],
[158], [159], variability [32],
[160]

Raised [156], [158], [161], [162]

High rate [156], [163], [164],
reduced rate [165]

High midpoint for av spectrum
for nonfric portions [5]

Increase in mean [156],
[157], [161], [168], range
[160], [166], [169],
variability [160], [169]

Increased [161], [170]

Increased rate [156], [171],
slow tempo [161]

Increase in high-frequency
energy [161], [172]

Below normal mean F0
[158], [169], [171], range
F0 [157], [158]

Decreased [156], [163]

Slightly slow [164], [173],
long pitch falls [156]

Decrease in high-frequency
energy [172], [174]

Contour Angular frequency curve [157],
Stressed syllables ascend frequently
and rhythmically [166], irregular
up and down inflection [156],
level average pitch except for
jumps of about a musical fourth or
fifth on stressed syllables [166]

Descending line [166],
melody ascending
frequently and at irregular
intervals [166]

Downward inflections
[156]

Tone Based Falling tones [37]

Voice Quality Tense [164], [166], breathy
[167], heavy chest tone [167],
blaring [156]

Tense [15], breathy [166],
blaring [156]

Lax [15], resonant [156]

Other Clipped speech [156], irregular
rhythm basic opening and closing,
articulatory gestures for vowel /
consonant alternation more
extreme [165]

Irregular stress distribution
[166], capriciously
alternating level of stressed
syllables [166]

Slurring [156], rhythm
with irregular pauses [156]



community. This subsection introduces them and then
outlines the kinds of relationship between speech and
emotion that have been considered.

Speech Production: Basic Terms and Concepts
The main energy source in speech is vibration of the vocal
cords. At any given time, the rate at which vocal cords vi-
brate determines the fundamental frequency of the acous-
tic signal, usually abbreviated to F0. F0 corresponds
(with some qualifications) to perceived voice pitch. Vocal
cord vibration generates a spectrum of harmonics, which
is selectively filtered as it passes through the mouth and
nose, producing the complex time-varying spectra from
which words can be identified. Variations in voice pitch
and intensity may also have a linguistic function. The pat-
terns of pitch movement which constitute intonation
mark linguistic boundaries and signal functions such as
questioning. Linked variation in pitch and intensity mark
words as stressed or unstressed. The term prosody refers
to the whole class of variations in voice pitch and intensity
that have linguistic functions.

Speech presents two broad types of information. It
carries linguistic information insofar as it identifies quali-
tative targets that the speaker has attained (or approxi-
mated) in a configuration that conforms to the rules of
language. Paralinguistic information is carried by allowed
variations in the way that qualitative linguistic targets are
realized. These include variations in pitch and intensity
having no linguistic function and voice quality, related to
spectral properties that aren’t relevant to word identity.

The boundary between those streams is a matter of
controversy. Linguists assume that there are qualitative
targets that are understood intuitively by users, but not
yet fully explicated, and that they actually account for a
good deal of variation that is (mistakenly) classed as
paralinguistic. In particular, they tend to look for targets
of that kind which underlie the expression of emotion. In
contrast, biologists and psychologists tend to assume that
the relevant information is defined by continuous vari-
ables, which carry paralinguistic information. That paral-
lels the more general questions raised in an earlier section
about the roles of qualitative targets (linguistic) and man-
ner of production (paralinguistic).
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Table 7. Table of Speech and Emotion (b).

Fear Grief Surprise/Astonishment

Acoustic Pitch

Intensity

Duration

Spectral

Increase in mean F0 [157], [171],
[175], range F0 [158], [175],
perturbation [158], [176],
variability F0 movement [158]

Normal

Increased rate [162], [171],
reduced rate [176]

Increase in high-frequency energy

Very low range [32], low
median [32], raised mean
F0 [177], slow change [32]

Slow—due to high rate of
pause to phonation time,
longer vowels and
consonants [165]

Wide range [166], median
normal or higher [168]

Tempo normal [168],
tempo restrained [166]

Contour Disintegration of pattern and great
number of changes in direction of
pitch [32]

Long sustained falling
intonation throughout each
phrase [49]

Sudden glide up to a high
level within the stressed
syllables, then falls to
mid-level or lower level in
last syllable [166]

Tone Based Fall rise nuclear tone with
falling head (in questions)
[39], high fall preceded by
rising head (in
interjections) [39], high rise
tone [38]

Voice Quality Tense [15] Whisper [49] Breathy [166]

Other Precise articulation of
vowel/consonant [165], voicing
irregularity due to disturbed
respiratory pattern [165]

Voicing irregularities [49]



Targets and Manners
Associated with Emotional Expression
Four broad types of speech variable have been related to
expression of emotional states, divided in two groups, in
line with a controversy over the roles of linguistic and
paralinguistic information.

Tone Types as Targets: An explicitly linguistic tradition
focuses on what we will call the tone-based level of de-
scription. It tends to be rooted in the British approach to
intonation, which describes prosody in terms of
intonational phrases or tone groups. Each tone group
contains a prominent or nuclear tone (a rising or falling
movement or combination or level tone usually on the
last stressed syllable of the group). The part that leads up

to this nuclear tone is called the head or pretonic, and the
part following it is the tail.

Studies in that tradition often associate different types
of tones and heads with different emotions or attitudes. A
relation between tone shape (e.g., rising or falling) and
emotion is claimed, as is a relation between the phonetic
realization of a tone (e.g., high rise versus low rise) and
emotion. Heads also can take different shapes (e.g., level,
falling), and it is claimed that the head or pretonic shape
(in conjunction with the tone shape and realization) can
express different emotions. The emotions listed cover a
wide spectrum. Sometimes particular patterns are listed
simply as emotional or nonemotional, sometimes very
specific labels are given (e.g., surprise, warmth) though
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Table 7. Table of Speech and Emotion (c).

Excitement Warmth

Acoustic Pitch

Intensity

Duration

Spectral

Wide range [38]

High [38]

Fast [38]

Contour

Tone Based Falling and rise-fall tones [38] Wide ascending and
descending heads [179]

Voice Quality

Other

Table 7. Table of Speech and Emotion (d).

Sarcasm/Irony Boredom Anxiety/Worry

Acoustic Pitch

Intensity

Duration

Spectral

Restrained tempo [166]

Decrease in mean F0 [32],
[156]

Decreased [156], [163]

Increased rate [49], [177],
decreased rate [163], [170]

Increased in mean F0
[159], [180]

Contour Stressed syllables glide to low level
in wide arc [166]

Tone Based Low rise-fall tone preceded by
rising glissando pretonic [178],
level nuclear tone [38]

Level tone [38]

Voice Quality Tense articulation leading to
grumbling [166], creaky phonation
[164]

Other



these may be qualified with a comment that the specific
label depends on the kinetic accompaniment [38] or on a
particular linguistic or grammatical context, e.g., state-
ment, wh-question, yes/no question, command, or inter-
jection [39].

Pitch Contours as Targets: An alternative approach de-
scribes pitch variation in terms of geometric patterns that
are usually described as pitch contours. These are typi-
cally studied in experiments where listeners are presented
with different contour types and are asked to indicate
what emotion they express, for example, on bipolar scales
[41], [42]. Contour types sometimes relate to categories
in a phonological system [42], but are sometimes unmo-
tivated by any systematic approach to intonation [41].
Hence there is some ambivalence about their relationship
to the linguistic/paralinguistic distinction.

There is speculation in the literature that pitch contour
type may be more related to attitude than to archetypal
emotions. Scherer et al. [43] suggested that continuous
variables might reflect states of the speaker related to physi-
ological arousal, while the more linguistic variables such as
contour tended to signal attitudes with a greater cognitive
component. In a subsequent study, however, where listen-
ers judged the relation of contour type to two scales, a cog-
nitive-attitude scale and an arousal scale [42], they showed
that contour type was related to arousal states. Other stud-
ies also indicate the relation of contour type to a wide range
of emotional states, from archetypal emotions to attitudes.

Manner of Realization—Continuous Acoustic Measures:
Many experimental studies focus on measuring continu-
ous acoustic variables and their correlation with specific
emotions (particularly full-blown emotions). It is usually
assumed that these measures tap paralinguistic properties

of speech. It is reasonably clear that a number of continu-
ous acoustic variables are relevant: pitch (F0 height and
range), duration, intensity, and spectral makeup. Studies
in this mode sometimes manipulate speech instrumen-
tally to separate out single acoustic parameters [40]. Lis-
teners are then tested to see if they can identify what
emotion is being expressed, for example, by F0 alone.
These experiments suggest that at least some emotional
signals are carried paralinguistically.

Manner of Realization—Voice Quality: The fourth level of
speech related to the expression of emotion is voice quality.
This level is discussed by researchers working within both
the experimental and the linguistic tradition. Many describe
voice quality auditorily. Terms often used are tense, harsh,
and breathy. There is also research, however, which sug-
gests how auditory qualities may map on to spectral patterns
[7], [8]. Voice quality seems to be described most regularly
with reference to full-blown emotions.

Clearly there are relationships among the levels de-
scribed above. For example, continuous spectral variables
relate to voice quality, and the pitch contours described in
the experiments must relate to the tune patterns arising
from different heads and tones. But links are rarely made
in the literature.

Speech and the Physiology of Emotion
Various physiological changes associated with emotion
might be expected to affect speech quite directly, and at-
tempts have been made to infer vocal signs of emotion on
that basis [187]. Physiological arousal in general might
be expected to affect measures related to effort, such as in-
tensity, mean voice pitch, and speech rate. The tremor as-
sociated with fear and anger would be expected to
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Table 7. Table of Speech and Emotion (e).

Affection/Tenderness Coolness/Hostility Puzzlement

Acoustic Pitch

Intensity

Duration

Spectral

Higher mean [166], lower mean
[156], narrow range [166]

Reduced [166]

Slow rate [156]

High mean [38], wide
range [38]

Low [38]

Slow [38]

Contour Slightly descending melody [166],
steady and slightly upward
inflection [156]

Tone Based Low falling nuclear tone
[39], high head followed by
rise-fall nuclear tone [39]

Rising tones [38]

Voice Quality A little nasal articulation [166]

Other Audible off-glide in long stressed
syllables [166]



produce corresponding oscillations in pitch. It has been
suggested that unpleasantness is likely to lead to tensing
of the vocal tract walls and hence to alter spectral balance.

Effects of these types are bound to play a part in emo-
tional speech, particularly when the emotion is extreme.
However, empirical tests show mixed success for predic-
tions based on them [8]. That is also to be expected, since
there are social and biological reasons to ensure that emo-
tion rarely becomes extreme enough to distort speech and
that there are signs which can be given before it does.

The neural basis of emotional speech has not been in-
vestigated in depth. Some intriguing experiments using
electrical stimulation suggest relations between the emo-
tional content of speech and sites on the right side of the
cortex, analogous to those on the left for meaning
(Wernicke’s area) [83], [84]. The amygdala have also
been implicated in a recognition code for fearful expres-
sions [92].

Recurring Problems
A Descriptive Framework for Emotional States: The first re-
curring problem is summarized by Ladd et al., referring
to their own study.

Perhaps the most important weakness of this study,
and indeed of the whole general area of research, is
the absence of a widely accepted taxonomy of emo-
tion and attitude. Not only does this make it diffi-
cult to state hypotheses and predictions clearly, but
(on a more practical level) it makes it difficult to se-
lect appropriate labels in designing rating forms
[42, p. 442].

Couper-Kuhlen [44] makes a similar point.
The clearest symptom of the problem is the multiplic-

ity of categories that linguistic studies use to describe
emotional states. The fact that almost no two studies con-
sider the same categories makes integration extremely dif-
ficult. Multiplicity is less of a problem on the
experimental side because of its emphasis on the arche-
typal emotions, but coherence is only achieved by a dras-

tic restriction of scope. Unless the linguists are totally
misguided, speech signals a range of emotion-related
phenomena that is much wider and richer than the arche-
typal emotions. Ideas considered earlier suggest how
those problems could be addressed, i.e., by developing
ways of covering a broad domain coarsely, using a rela-
tively small number of categories or dimensions. Indica-
tions that that approach may be useful are considered
below, after reviewing relevant evidence.

Relations between Types of Information Source: Linguis-
tic and paralinguistic information are logically linked, but
there is a tendency to ignore the relationship between
them. Ladd [45] has recently discussed the issue and
highlighted evidence that there are significant relation-
ships between the two types of information. He cites two
experiments reported by Scherer et al. [43]. In the first,
judges agreed on the emotions of question utterances
with the words removed, i.e., based on the pitch contour
alone. The outcome demonstrated that some of the emo-
tional content of an utterance is indeed nonphonological.
The second experiment then presented the utterances
without removing the words. Categorical analysis of the
pitch movements involved revealed that judgments were
affected by linguistic function. For example, yes-no ques-
tions with a final fall were rated strongly challenging; ris-
ing yes-no questions were rated high on a scale of
agreeableness and politeness, while falling yes-no ques-
tions were rated low on the same scale.

In terms of the source types introduced in the last sec-
tion, it is implied that paralinguistic cues are at least partly
contextual—their meaning cannot be determined with-
out reference to other features.

Ecological Validity: It is a feature of the literature that it
tends to deal with highly artificial material. Most studies
use actors’ voices rather than examples of naturally occur-
ring emotions. Data sets are often limited to short, isolated
utterances (often sentence length). One reason for the use
of artificial data is presumably that it is easier to collect than
genuine emotional data—particularly if the aim is to study
archetypal emotions. More specifically, experimental stud-
ies have been driven by concern to avoid presenting verbal
cues. That has led them to select or to modify material in a
variety of ways. Key examples are as follows.
� Meaningless Content: Speakers express emotions while
reading semantically neutral material, and listeners are
asked to identify the intended emotion. For example,
Davitz and Davitz [46] had subjects read sections of the
alphabet while expressing a series of emotions. Listeners
could identify intended emotion in majority of cases.
� Constant Content: Comparison of the same sentence
given by speakers expressing different emotions. For ex-
ample, Fairbanks [32], [47]-[49] recorded amateur ac-
tors reading a semantically neutral phrase in a variety of
emotions. Listeners were able to identify emotions cor-
rectly most of the time.
� Obscuring Content: Either by measuring only specific
nonverbal properties or by electronically filtering the
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Table 8. Emotion Attributions and Features of
Deafened People’s Speech.

Response Speech Factors

Judged stability Relatively slow change in the lower
spectrum

Judged poise Narrow variation in F0 accompanied
by wide variation in intensity

Judged warmth Predominance of relatively simple
tunes, change occurring in the
mid-spectrum rather than at extremes;
low level of consonant errors

Competence Pattern of changes in the intensity
contour



speech itself to obliterate word recognition. For example,
Starkweather [50] recorded speech from vocal role-play-
ing sessions and analyzed listeners’ perception of the ag-
gressiveness/pleasantness of the speech under three types
of presentation—as a normal recording, as a written tran-
script, and as a filtered content-free recording. Emotion
was better perceived from the filtered content-free speech
than from the transcript.

These procedures aim to exercise control over the lin-
guistic content, i.e., hold it steady so that it can be sepa-
rated off from the paralinguistic. The strategy would be
appropriate if the levels were independent. As was noted,
however, there is evidence that paralinguistic informa-
tion can function contextually, interacting with linguistic
information. Thus, the control strategy risks circularity; a
tacit model governs data collection, in a way that pre-
cludes finding evidence that could expose problems in-
herent in the model. Nevertheless, methodologies that
are oriented towards ecological validity have begun to
emerge. An example is Roach’s [51] use of material re-
corded from radio and television shows: emotional labels
are attached on the basis of listener response.

Although the literature on emotion and speech lacks
integration, it does offer a substantial body of data. The
next section attempts to pull this data together.

Speech Parameters and Specific Emotions
Table 6 is a summary of relationships between emotion
and speech parameters from a review by Murray and Ar-
nott [35]. A similar level of description, with slightly dif-
ferent content, is given by Cahn [202]. Those summaries
reflect their function, which is to allow the synthesis of
voices showing archetypal emotions. For that task it is not
necessary to consider either other emotional states or vari-
ant ways of expressing archetypal emotions. The same does
not apply in research that aims to deal with signs of emo-
tion generated by human speakers, because they may move
through a wider range of states and use variant forms of ex-
pression. In that context, a fuller overview is useful. Table 7
sets out a summary that covers most of the available mate-
rial on the speech characteristics of specific emotions.

The emotional states are those which are most com-
monly mentioned in the speech literature. They are or-
dered to reflect earlier sections. The first five are standard
archetypal emotions. They are ordered in terms of emo-
tional orientation as measured in the BEEVer study
[197], so that adjacent columns are relatively close in acti-
vation/evaluation space. Grief is placed in the sixth col-

umn to reflect its relationship to sadness. The next four
columns deal with terms that are not usually cited as ar-
chetypes, but that a reasonable proportion of BEEVer
subjects included as part of a basic emotion vocabulary.
The remaining items shade into the domain of attitude.

The description of each state reflects the division of
speech variables set out above (continuous acoustic, pitch
contour, tone based, voice quality). A fifth category
called Other is included to cover variables which do not
fall easily into any of the previous four. The data is taken
from a range of studies, which are referenced in Table 7.
When there are blanks under one of the speech categories
for a particular emotion, this means that no relevant stud-
ies have been found. Descriptions under the category
Acoustic generally mean that the emotion has been
shown to contrast with neutral speech. Speech attributes
given in bold typeface mean that these seem to be reliable
indicators of the emotion, i.e., occur across a number of
studies and the data is substantial. Table 7 highlights four
broad points:
� The first point is that a good deal is known about the
speech correlates of the archetypal emotions of anger,
happiness, sadness, and fear. The speech measures which
seem to be reliable indicators of the primary emotions are
the continuous acoustic measures, particularly pitch-re-
lated measures (range, mean, median, variability), inten-
sity, and duration.
� The second point is that our knowledge is, neverthe-
less, patchy and inconclusive. There are a several pointers
to this. First, even within the archetypal emotions, there
are contradictory reports. For example, there is disagree-
ment on duration aspects of anger, happiness and
fear—some report longer duration, some report faster
speech rate, and some report slower speech rate. Second,
the large gaps under some headings in the table indicate
incomplete knowledge. Third, our knowledge at the level
of voice quality is noticeably incomplete. Attributes of
voice quality are often mentioned, but they are mostly
auditorily judged; only a few studies tie voice quality to
instrumental measures [7], [8].
� The third point is the lack of integration across the
paralinguistic (as represented by the continuous acoustic
level) and the linguistic (as represented by the tone-based
level). The evidence indicates that continuous speech at-
tributes are related to the archetypal emotions and that
linguistically based attributes are related to nonarchetypal
emotions. That may be because archetypal emotions are
signaled paralinguistically and others by linguistic signs.
Alternatively, it may simply reflect the way that certain
methodologies have traditionally been used to study cer-
tain kinds of emotional state. In the absence of direct evi-
dence, we do not know.
� The fourth point is that some speech attributes seem to
be associated with general characteristics of emotion, as
discussed previously, rather than with individual catego-
ries. The clearest examples involve activation. Positive ac-
tivation appears to be associated with increased mean and
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Some speech attributes seem to
be associated with general
characteristics of emotion, rather
than with individual categories.



range of F0, and tense voice quality—consider happiness,
fear, anger, and to a lesser extent surprise, excitement and
puzzlement. Negative activation appears to be associated
with decreased mean and range of F0—consider sadness,
grief, and to a lesser extent boredom. Disposition to seek
information is also associated with reports of upward
movement in the contour and tone-based catego-
ries—consider surprise, happiness, and puzzlement.
These associations are not conclusive, but they do
strengthen the case for one of the strategies considered in
the previous section, that is, to explore correspondences
between expressive signs and features that are common to
a range of emotional states.

Computational Studies of Emotion in Speech
There are relatively few systems which approach the goal
of recognizing emotion automatically from a speech in-
put. This section reviews key examples.

Cowie and Douglas-Cowie ASSESS System
ASSESS [1], [7] is a system which goes part way towards
a computational analysis. Automatic analysis routines
generate a highly simplified core representation of the
speech signal based on a few landmarks—peaks and
troughs in the profiles of pitch and intensity and bound-
aries of pauses and fricative bursts. These landmarks can
be defined in terms of a few measures. Those measures are
then summarized in a standard set of statistics. The result
is an automatically generated description of central ten-
dency, spread and centiles for frequency, intensity, and
spectral properties.

That kind of feature extraction represents a natural
first stage for emotion recognition, but in fact ASSESS
has not generally been used in that way. Instead the mea-
sures described above have been used to test for differ-
ences between speech styles, many of them at least
indirectly related to emotion. The results indicate the
kinds of discrimination that this type of representation
could support.

A precursor to ASSESS was applied to speech pro-
duced by deafened adults [52]. One of the problems they
face is that hearers attribute peculiarities in their speech to
emotion-related speaker characteristics. These evaluative

reactions were probed in a questionnaire study, and the
programs were used to elicit the relevant speech variables.
Table 8 summarizes correlations between emotion attri-
butions and speech features. They suggest that AS-
SESS-type measures are related to judged emotionality,
but also underline the point that the attribution of emo-
tion is dogged by systematic ambiguity.

Simulation
In a later study, reading passages were used to suggest
four archetypal emotions: fear, anger, sadness, and happi-
ness [53]. All were compared to an emotionally neutral
passage, and all passages were of comparable lengths.
Speakers were 40 volunteers from the Belfast area, 20
male and 20 female, between the ages of 18 and 69. There
was a broad distribution of social status, and accents rep-
resented a range of local types. Subjects familiarized
themselves with the passages first and then read them
aloud using the emotional expression they felt was appro-
priate. Recordings were analyzed using ASSESS. Table 9
summarizes the measures that distinguish the emotion-
ally marked passages from the neutral passage.

Figure 4 presents traces from an individual speaker—
arbitrarily chosen from the group studied by McGilloway
[54]—and shows how they relate to the kinds of features
suggested by ASSESS analysis. Figure 4(a)-(e) summa-
rizes the output of initial processing on each of five sig-
nals—one neutral and four expressing specified emotions
(anger, fear, happiness and sadness). Time, in millisec-
onds, is on the horizontal axis. The heavy lines in each fig-
ure show signal intensity (referred to the left-hand scale,
in decibels), the light lines represent pitch (referred to the
left-hand scale, in hertz). Time scale (on the horizontal
axis, in milliseconds) is adjusted to let the whole trace ap-
pear on the figure. The patterns are summaries in that in-
flections and silences have already been identified from
the raw input, and the overall contours are represented by
a series of straight lines (or gaps) between the resulting
points. Several spectrum-like representations have also
been computed, but found to contribute relatively little.

It is not self-evident from inspection that the con-
tours differ systematically, but analysis indicates that
they do. Figure 4(f) shows how the person’s speech re-
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Table 9. Distinctions between Emotional and Neutral Passages Found by ASSESS.

Spectrum Pitch Movement Intensity Pausing

Midpoint and Slope Range Timing Marking Duration Total Variability

Afraid + +

Angry + + + +

Happy + + + + +

Sad + + +



lates to the general distinctions found in the whole sub-
ject group (n=40). Each caption on the left-hand side
refers to an output feature whose value in one or more
emotional traces is significantly different from its value
in the neutral passage. The features are selected from a
much larger number that meet that basic criterion. Se-
lection is geared to a) avoiding redundancy, b) repre-
senting the main logically distinct areas where
differences occur, and c) achieving some formal consis-
tency (e.g., using centile measures to describe central
tendency and spread). The graph shows the fit of the
speaker’s data to a template based on the overall analysis.
A bar is present if the feature in question differentiates
the emotion from neutral in the analysis. Its direction is
positive if the difference is in the direction indicated by
the analysis. Its length is proportional to the difference
between the feature value for the emotion in question
and the same value for the neutral signal, relative to the
standard deviation of the values for all expression classes
(four emotions plus neutral) on that feature.

The main points to be made from Fig. 4(f) are that the
kind of analysis embodied in ASSESS generates a range of

features that are relevant to discriminating emotion from
neutral speech and that different emotions appear to
show different profiles. It remains to be seen how reliably
individual signals can be assigned to particular emotion
categories, but there are grounds for modest optimism.

Discriminant Analysis
A recent application of the system illustrates the next nat-
ural step towards automatic discrimination [9].
Discriminant analysis was used to construct functions
which partition speech samples into types associated with
different communicative functions, e.g., opening or clos-
ing the interaction, conducting business. It is an
interesting question how closely that kind of functional
difference relates to emotion.

Banse and Scherer’ s System
Scherer’s group has a long record of research on vocal signs
of emotion. A key recent paper [8] extracts a systematic
battery of measurements from test utterances. The mea-
sures fall into four main blocks, reflecting the consensus of
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Frication-Related Features
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Fricative Spectrum Mean
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Duration of Amplitude Features
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Fear
Anger

Happy
Sad

(f)

� 4. (a)-(e) Output of initial processing on each of five speech passages, (f) How a person’s speech relates to the general distinctions
found in the whole subject group.



research concerned with the continuous acoustic level (see
Table 10). The emotions considered were hot anger, cold
anger, panic fear, anxiety, desperation, sadness, elation,
happiness, interest, boredom, shame, pride, disgust, and
contempt. Discriminant analysis was then used to con-
struct functions which partition speech samples into types
associated with different types of expression. Classification
by discriminant functions was generally of the order of
50% correct—which was broadly comparable with the
performance of human judges.

It is natural to take the techniques described by Banse
and Scherer as a baseline for emotion detection from
speech. They show that automatic detection is a real pos-
sibility. The question then is where substantial improve-
ments might be made. That theme is taken up below.

Automatic Extraction of Phonetic Variables
One of the major tasks facing automatic emotion detec-
tion is automatic recovery of relevant features. Large
parts of the literature described above consider features
which can be identified by human observers, but which
have no simple correlate in the acoustic signal.

ASSESS reflects one approach. It uses features which
can be derived in a relatively direct manner from the
acoustic signal—though even in that case the processing
involved is far from trivial and it depends on human inter-
vention in the case of noisy signals. However, modern
signal processing techniques mean that a far wider range
of features, in principle, could be explored. This section
begins with a case study which illustrates some relevant is-
sues and then considers the main feature types that are of
interest in turn.

Voice Stress: A Case Study
Voice level is one of the intuitive indicators of emotion.
Banse and Scherer measure it in what is the most obvious
way, as a direct function of microphone voltage. How-
ever, simple relationships between voltage and voice level
only exist under very special circumstances. Normally,
microphone voltage depends critically on the distance be-
tween the speaker and the microphone, on the direction
in which the speaker is turned, and on reflection and ab-
sorption of sound in the environment. Humans provide
an existence proof that it is possible to compensate for
these effects—they can usually tell the difference between
a person whispering nearby and a person shouting far off.

A report by Izzo [55] considers the kinds of solution to
this problem that modern engineering makes available.
The context is speaker stress, which has direct applica-
tions, but what is most relevant to this context is the fact
that the problem includes distinguishing loudness-related
varieties—soft, neutral, clear, and loud. It uses speech
from databases (SUSAS and TIMIT) which consist of
short utterances labeled in detail. The following indica-
tors are considered.

Pitch is shown to be a statistical indicator of some
speech types (e.g., clear and soft). The duration of speech
sounds can be established because of the labeling, and it is
indicative of speech type—particularly the duration of
semivowels. Intensity per se is subject to the confounding
factors which have been mentioned above, but the distri-
bution of energy is also an indicator of speech type—for
instance, energy shifts towards vowels and away from
consonants in loud speech.

It is well known that the spectral distribution of energy
varies with speech effort—effortful speech tends to con-
tain relatively greater energy in low- and mid-spectral
bands. That kind of relationship is exploited both in the
ASSESS family [52] and by Banse and Scherer. Izzo ex-
amines a number of ways in which the approach can be re-
fined. Wavelet transforms provide a more flexible
method of energy decomposition than the Fourier-based
techniques used in earlier work. Discrimination is in-
creased by distinguishing the spectra associated with dif-
ferent speech sounds. Time variation in the energy
distribution is also more revealing than static slices or av-
erages. Standard techniques allow the cross section of the
vocal tract to be estimated from particular speech sounds,
and they show that speech level affects the region in
which greatest movement occurs during production of a
vowel sound.

The key message of the study is that intervening vari-
ables are central to the area. Voice level itself is an inter-
vening variable—it is an indicator of emotion, but
extracting it is a substantial task. Because of their poten-
tial relationship to the biology of emotion, intervening
variables which refer to physiological states—such as vo-
cal tract configuration—are particularly interesting, and
there are techniques which allow them to be recovered.
The use of information about speech sounds highlights
the relevance of what may be called intervening
covariables. Voice level may be a paralinguistic feature,
but it is not necessarily optimal to ignore linguistic issues
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Table 10. Banse and Scherer’s Measures Concerning Continuous Acoustic Level.

Fundamental frequency Mean F0 Standard Deviation of F0 25th and 75th Percentiles of F0

Energy Mean of log-transformed microphone voltage

Speech rate Duration of articulation periods Duration of voiced periods

Spectral measures Long-term average spectra of voiced and unvoiced parts of utterances



(such as phoneme identity) in the process of recovering it.
Stress may also be considered as an intervening vari-
able—a feature which distinguishes certain emotional
states from others.

The issue of intervening variables is of particular inter-
est for neural networks. On the one hand, it is an attrac-
tion of neural nets that they have the potential to allow
evidence to drive the emergence of suitable intervening
structures. On the other, it is a danger that they may gen-
erate weighting patterns which work—particularly in a
restricted domain—but which can neither be understood
nor extended. Hybrid structures offer the prospect of ad-
dressing those issues [56].

Relevant Feature Types
This section sets out to summarize the kinds of interven-
ing variables that it makes sense to consider extracting
from the raw input and the techniques that are currently
available.

Voice Level: This was considered in the previous section.
Voice Pitch: Voice pitch is certainly a key parameter in

the detection of emotion. It is usually equated with F0.
Extracting F0 from recordings is a difficult problem, par-
ticularly if recording quality is not ideal. It involves sev-
eral subproblems, such as detecting the presence of
voicing, the glottal closure instant [56], the harmonic
structure in a brief episode [58], short-term pitch insta-
bilities (jitter and vibrato) [59], and fitting continuous
pitch contours to instantaneous data points.

Phrase, Word, Phoneme and Feature Boundaries: De-
tecting boundaries is a major, but difficult, issue in speech
processing. That is why recognition of connected speech
lags far behind recognition of discrete words. The issue
arises at different levels.
� Phrase/Pause Boundaries: The highest level boundary
that is likely to be relevant is between a vocal phrase and a
pause. Quite sophisticated techniques are available to lo-
cate pauses [60]. In [7] a method based on combining
several types of evidence is used, and it is reasonably suc-
cessful. However, the process depends on empirically
chosen parameters, and it would be much better to have
them set by a learning algorithm—or better still, by a con-

text-sensitive process. As noted above, pause length and
variability do seem to be emotionally diagnostic.
� Word Boundaries: Speech rate is emotionally diagnostic,
and the obvious way to describe it is in words per minute,
which depends on recovering word boundaries. That turns
out to be an extremely difficult task, and probably the best
solution is to look for other measures of speech rate, which
lend themselves better to automatic extraction. Finding
syllable nuclei is a promising option [61], [62].
� Phoneme Boundaries: The report by Izzo indicates that
good use can be made of information about phonemes if
they can be identified. That directs attention to a large lit-
erature on phoneme recognition [63]-[65].
� Feature Boundaries: Some features, such as fricative
bursts, are easier to detect than phonemes as such and
they appear to be emotionally diagnostic.

Voice Quality: A wide range of phonetic variables con-
tribute to the subjective impression of voice quality [66].
The simplest approach to characterizing it is based on
spectral properties [67]. The report by Izzo reflects that
tradition. A second uses inverse filtering aimed at recov-
ering the glottal waveform (another task where neural net
techniques can be used to set key parameters [68]). Voice
quality measures, which have been directly related to
emotion, include open-to-closed ratio of the vocal cords,
jitter, harmonics-to-noise ratio, and spectral energy dis-
tribution [69].

Temporal Structure: This heading refers to measures at
the pitch contour level and related structures in the inten-
sity domain. ASSESS contains several relevant types of
measure. The pitch contour is divided into simple move-
ments: rises, falls, and level stretches (see Table 11). De-
scribing pitch movement in those terms appears to have
some advantages in the description of emotion over
first-order descriptions (mean, standard deviation, etc).
The intensity contour is treated in a similar way, and
again, descriptions based on intensity movements seem
to improve emotion-related discriminations.

ASSESS also incorporates simple measures of tune
shape. Portions of pitch contour between adjacent pauses
are described in terms of overall slope and curvature (by
fitting quadratic curves). Research at the University of
Pittsburgh, studying mothers’ speech to infants, has ex-
plored wider range of fitted curves, including exponen-
tial, Gaussian, and sinusoidal. The fits of linear, power,
and exponential curves contributed to discriminant func-
tions distinguishing between two types of utterance with
emotional overtones—expressing approval and seeking
attention [186]. An adjusted classification allowed dis-
crimination between these and a third category (giving
comfort). It categorized curves as rising or falling and
used a visual judgment of wave-like fluctuation [201].

A natural extension to this kind of description is to
consider rhythm. Rhythm is known to be an important
aspect of speech [70], [71], but few measures are avail-
able. Progress has been made on a simple aspect of
rhythm, the alternation between speech and silence.
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Table 11. Duration Features and Emotions (ms).

Rises Falls Tunes Plateau

Median Median Median IQR

Fear 82.35 84.8 1265 10.8

Anger 81.66 80.5 1252 10.2

Happiness 78.03 77.4 1404 8.2

Neutral 78.50 77.2 1452 8.4

Sadness 77.28 81.4 1179 11.0



Stress has been shown to have a dual effect on pause pat-
terns in discourse [181]. Stressed subjects show short-
ened switching pauses (i.e., pauses before they begin a
turn) and lengthened internal pauses (i.e., pauses during
the course of a turn). Following that observation, the
Pittsburgh group has shown that depressed mothers use
switching pauses which are abnormal in several re-
spects—lengthened and highly variable, both in absolute
terms and relative to mean length [188]. ASSESS con-
tains procedures designed to measure regularity of em-
phasis, but they are not satisfactory.

Linguistically Determined Properties: There is a funda-
mental reason for considering linguistic content in con-
nection with the detection of emotion. On a surface level,
it is easy to confound features which signal emotion and
emotion-related states with features which are deter-
mined by linguistic rules. The best known example in-
volves questions, which give rise to distinctive pitch
contours that could easily be taken as evidence of emo-
tionality if linguistic context is ignored. Some work has
been done on the rules for drawing the distinction [72].
Other linguistic contexts which give rise to distinctive
pitch contours are turn taking [73], topic introduction
[74], and listing.

It is worth noting that these are contexts that are likely
to be quite common in foreseeable interactions with
speech competent computers: systematically misinter-
preting them as evidence of emotionality would be a
nontrivial problem. The only obvious way to avoid con-
founding in these contexts is to incorporate intervening
variables which specify the default linguistic structure and
allow the observed speech pattern to be compared with it.

Natural Directions for Research
This section attempts to identify the natural directions
for research by taking Banse and Scherer [8] as a point of
reference, identifying where their approach is incom-
plete or questionable and considering how it could be
taken forward.

Perhaps the most obvious priority is to extend the
range of speech material from which classifications can be
made. Ideally speech samples should:
� be natural rather than read by actors (who presumably
tend to maximize the distinctiveness of emotional expres-
sion);
� have verbal content varying as it naturally would rather
than held constant (so that potential confounding effects
have to be confronted);
� include rather than exclude challenging types of lin-
guistically determined intonation;
� be drawn from a genuine range of speakers, in terms of
sex, age, and social background;
� use a range of languages.

A second priority is to extend the range of evidence
that may be used in classification, and examine what, if
anything, they contribute, particularly in less constrained
tasks. Relevant types include:

� derived speech parameters of the kinds considered in
“Relevant Feature Types”;
� linguistic information of the kinds considered in “Rele-
vant Feature Types”
� nonspeech context, particularly facial signals, consid-
ered in the next section.

Extending beyond speech information is not gratu-
itous. It reflects a point which has been made repeatedly,
that cues to emotion may be at least partly contex-
tual—i.e., their meaning cannot actually be determined
without reference to other features of the situation. It has
been shown that that is the case for at least some
paralinguistic cues. As a result, considering speech with-
out reference to other sources risks misrepresenting the
kind of information that it provides.

The third priority is to extend the range of responses.
Increasing the range of emotion terms considered is one
aspect of the issue, but considering how that might be
done quickly indicates that it entails deeper changes, since
it makes no sense to treat hundreds of emotion terms as
independent entities. Relationships among them need to
be considered systematically, in several senses.
� They may be located in dimensions of the kinds consid-
ered in “A Descriptive Framework for Emotional States”;
it then becomes a priority to consider mappings between
those dimensions and dimensions of speech variation;
� They may be related to intermediate features, which
characterize a range of possible emotions (e.g., stressed,
positive); it then becomes a priority to consider
mappings between those intermediate features and di-
mensions of variation in speech.
� They may be linked to possible actions which apply un-
der uncertainty, e.g., “ask whether X,” “look out for Y,”
“just get out fast.”

Relationships to nonemotional states are also a very
real issue. It is important to register that a husky voice
may reflect either passion or a sore throat, and that is a
problem for models which propose automatic links be-
tween voice parameters and emotional attributions.

Once again, the last two points underline the need to
consider contextual issues in the use of speech-based in-
formation about emotion. It seems highly likely that
people are able to do much with a rather narrow
paralinguistic channel because evidence from it feeds into
knowledge-rich inference processes, and as a result they
can make the right attribution for effects that have many
potential causes. This may be wrong, but it is plausible
enough to suggest that simpler models should not be
taken for granted.
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Relationships to nonemotional
states are also a very real issue.
A husky voice may reflect either
passion or a sore throat.



Faces and Emotional States
There is a long history of interest in the problem of recog-
nizing emotion from facial expressions [98], influenced by
Darwin’s pioneering work [76] and extensive studies on
face perception during the last 20 years [77]-[79]. Tradi-
tional approaches have been supplemented by research on
the neural mechanisms involved in the process [81].

Descriptive Frameworks for
Emotional Expression in Faces
The salient issues in emotion recognition from faces are
parallel in some respects to the issues associated with
voices, but divergent in others.

As in speech, a long established tradition attempts to
define the facial expression of emotion in terms of qualita-
tive targets—i.e., static positions capable of being dis-
played in a still photograph. The still image usually
captures the apex of the expression, i.e., the instant at
which the indicators of emotion are most marked. More
recently, emphasis has switched towards descriptions that
emphasize gestures, i.e., significant movements of facial
features.

Marked contrasts with the speech literature arise from
the involvement of different disciplines. In particular,
neurophysiology has made more progress towards un-
derstanding how humans recognize emotion from faces,
and there is a broader base of relevant computational re-
search [81], [192]. Both are linked to the major effort
which has been devoted to recognizing individuals from
facial information, usually referred to simply as “face rec-
ognition” [82].

A final contrast is that in the context of faces, the task
has almost always been to classify examples of archetypal
emotions. That may well reflect the influence of Ekman
and his colleagues, who have argued robustly that the fa-
cial expression of emotion is inherently categorical.

There is some literature on nonarchetypal expressions.
Intriguingly, Ekman and Friesen [104] have made obser-
vations on the way that facial expressions may be modu-
lated (by changing the number of facial areas involved,
controlling timing, and adjusting the strength of muscle
pull) or falsified (by simulating, neutralizing, or masking
one emotion with an expression associated with another).
They have also discussed how mixed expressions might
reflect the mixed emotions

that might occur, for example, if Patricia had just
approached a reckless driver who had just run over
her dog. Saddened at the death of her pet, angry at
the driver ... she might blend two feelings in [her]
expression. [104, p. 125]

More recently, morphing techniques have been used to
probe states that are intermediate between archetypal ex-
pressions. They do reveal effects that are consistent with a
degree of categorical structure in the domain of facial ex-
pression, but they are not particularly large, and there
may be alternative ways of explaining them—notably by

considering how category terms and facial parameters
map onto activation-evaluation space [96].

In practice, though, technical research on the facial ex-
pression of emotion has overwhelmingly taken the term
emotion in its narrow sense. There seems to be no sys-
tems that begin to address the task of reading Patricia’s
face as she struggles to control her conflicting feelings.

Targets and Gestures Associated with Emotional Expression
Analysis of the emotional expression of a human face re-
quires a number of preprocessing steps which attempt to
detect or track the face; locate characteristic facial regions
such as eyes, mouth, and nose on it; extract and follow the
movement of facial features, such as characteristic points
in these regions; or model facial gestures using anatomic
information about the face.

Facial features can be viewed [104] as either static
(such as skin color), slowly varying (such as permanent
wrinkles), or rapidly varying (such as raising of the eye-
brows) with respect to time evolution. Detection of the
position and shape of the mouth, eyes, particularly eye-
lids, wrinkles, and extraction of features related to them
are the targets of techniques applied to still images of hu-
mans. It has been shown by Bassili [108], however, that
facial expressions can be more accurately recognized from
image sequences than from a single still image. His exper-
iments used point-light conditions, i.e., subjects viewed
image sequences in which only white dots on a darkened
surface of the face were visible. Expressions were recog-
nized at above chance levels when based on image se-
quences, whereas only happiness and sadness were
recognized at above chance levels when based on still im-
ages. Techniques which attempt to identify facial gestures
for emotional expression characterization face the prob-
lems of locating or extracting the facial regions or fea-
tures, computing the spatio-temporal motion of the face
through optical flow estimation, and introducing geo-
metric or physical muscle models describing the facial
structure or gestures.

Most of the above techniques are based on the work of
Ekman and Friesen [98], who produced a system for de-
scribing “all visually distinguishable facial movements,”
called the facial action coding system (FACS). FACS is an
anatomically oriented coding system, based on the defini-
tion of “action units” (AUs) of a face that cause facial
movements. Each AU may correspond to several muscles
that together generate a certain facial action. As some
muscles give rise to more than one action unit, correspon-
dence between action units and muscle units is only ap-
proximate. Forty-six AUs were considered responsible
for expression control and 12 for gaze direction and ori-
entation. The FACS model has been used to synthesize
images of facial expressions; exploration of its use in anal-
ysis problems has been a topic of continuous research
[85], [91], [99]-[103]. Ekman et al. have also generated,
first, a dictionary, called EMFACS, which lists certain key
AUs and the actions that can co-occur with them to sig-
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nify one of seven archetypal emotions; then they pro-
vided a database, called FACSAID, which can serve as a
platform for translating FACS scores into emotion mea-
surements [86].

The FACS model has recently inspired the derivation
of facial animation and definition parameters in the
framework of the ISO MPEG-4 standard [97]. In partic-
ular, the facial definition parameter set (FDP) and the fa-
cial animation parameter set (FAP) were designed in the
MPEG-4 framework to allow the definition of a facial
shape and texture, as well as the animation of faces repro-
ducing expressions, emotions, and speech pronunciation.
The FAPs are based on the study of minimal facial actions
and are closely related to muscle actions. They represent a
complete set of basic facial actions, such as squeeze or
raise eyebrows, open or close eyelids, and therefore allow
the representation of most natural facial expressions. All
FAPs involving translational movement are expressed in
terms of the facial animation parameter units (FAPU).
These units aim at allowing interpretation of the FAPs on
any facial model in a consistent way, producing reason-
able results in terms of expression and speech pronuncia-
tion. The FAPUs are illustrated in Fig. 5(a) and
correspond to fractions of distances between some key fa-
cial features. FDPs, on the other hand, are used to cus-
tomize a given face model to a particular face. The FDP
set contains a three-dimensional (3-D) mesh (with tex-
ture coordinates if texture is used), 3-D feature points,
and optionally texture and other characteristics such as
hair, glasses, age, gender. The 3-D feature points of the
FDP set are shown in Fig. 5(b).

Faces and the Physiology of Emotion
In contrast to speech, neurobiology offers a good deal of
information about the recovery of emotion-related infor-

mation from faces. It is well known that the human right
temporal lobe contains a face-sensitive area. Degenera-
tion of this area can lead to prosopagnosia (the inability to
recognize faces). More precise localization of face regions
in the human brain has become possible through the use
of noninvasive brain imaging. This has indicated that
there are sites in the occipital and temporal regions, espe-
cially those nearest the midline, which are most activated
during face processing [87]. Moreover, a number of
psychophysical studies have shown that loss of the
amygdala, a subcortical nucleus very well connected to
many brain areas, causes loss of recognition of anger and
fear expressions on human face visual images [75]. Nor-
mal volunteers have been shown by fMRI to have in-
creased excitation in the amygdala on viewing expressions
of human faces showing mild or strong disgust. This acti-
vation even occurs when the subject has no conscious rec-
ognition of the face [90]. The whereabouts of sites
coding for pleasurable expressions on the human face is
unknown at present. However, it would be expected to
involve the dopaminergic reward system in the limbic
part of the brain as well as in the prefrontal cortex, where
face sensitive cells are also observed in monkeys [93].

Overall, the most striking conclusion is that the infor-
mation relating to facial emotions is processed in rather
different sites from information about identity and may
itself involve more than one stream.

Computational Studies of
Facial Expression Recognition
This section explores methods by which a computer can
recover information about emotional state from facial ac-
tions-expressions. It emphasizes the task of categorizing
active and spontaneous facial expressions so as to extract
information about the underlying emotional states.
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� 5. The Facial Animation Parameter Units (FAPUs) and the Facial Definition Parameter (FDP) set defined in the MPEG-4 standard.



Approaches are divided into two main categories:
target oriented and gesture oriented. In target-oriented
approaches, recognition of a facial expression is per-
formed using a single image of a face at the apex of the
expression. Gesture-oriented approaches extract facial
temporal information from a sequence of images in an
episode where emotion is expressed, with facial expres-
sions normally lasting between 0.5 and 4 s [79]. Transi-
tional approaches were also developed that use two
images, representing a face in its neutral condition and at
the apex of the expression.

Face Tracking
In all approaches dealing with the analysis of the emo-
tional expression of faces, the first task is to perform face
detection or tracking. Various approaches have been de-
veloped for face tracking, without having, however,
reached a complete satisfactory solution [129]-[134].
Many tracking systems use color as a clue for detection
of facial region mainly due to the fact that the distribu-
tion of the chrominance components of a human face are
located in a very small region of the color space
[135]-[137], but the precision is not very accurate.
Other tracking systems use previously given templates,
e.g., in the form of gray values, active contours, graphs
[138], or wavelets [139], also allowing affine variations
of the facial image, but generally are computationally ex-
pensive. Image warping based on radial basis functions
has been also proposed to account for variations caused
by facial expressions [95]. Estimation of the pose of the
face is also of particular importance so as to deal with
changes in the appearance of faces caused by different
viewing angles [140], [141].

Target-Oriented Approaches
Most psychological research on facial expression analysis
has been conducted on “mug-shot” pictures that capture
the subject’s expression at its apex [80]. These pictures al-
low one to detect the presence of static cues (such as wrin-
kles) as well as the positions and shapes of facial features.
However, extracting the relevant cues from static images
has proved difficult, and few facial expression classifica-
tion techniques based on static images have been success-
ful [105]. An exception [106] used an ensemble of
feed-forward neural networks for the categorical percep-
tion of static facial emotions. The technique is similar to
Eigenface approaches, using seven 32 × 32-pixel blocks
taken from the facial regions of interest (both eyes and
mouth) and projecting them onto the principal compo-
nent space generated from randomly located blocks in the
image data set. By training each network independently
using on-line backpropagation and different input data
sets and considering only the network producing the
highest output score during recall, an expected generali-
sation rate of 86% was reached on novel individuals,
while humans scored 92% on the same database.

Simulation
Using a modification of a gender recognition system
originally proposed by Golomb [107], we show that
given prior normalization, neural nets can achieve a basic
level of expression classification from still images. A
multilayer perceptron network with four output units
and one hidden layer was developed to extract a corre-
sponding number of facial expressions from images. The
image set used, contained pictures of 20 different males
and females. There were 32 different images (maximum
size120 × 128) for each person, showing happy, sad, neu-
tral, and angry expressions and looking straight to the
camera, left, right, or up. The images were first normal-
ized, resulting in 80 face images of size 35 × 37 (see Fig.
6). Normalization was achieved by detecting the main fa-
cial features (eyes, nose and mouth) [94] and by translat-
ing, rotating and expanding/shrinking the face around a
virtual central (nodal) point. This image set was then split
into a training set with nine images and two sets for vali-
dation and testing, each containing five images.

Figure 7(b) shows five images of the learned weights
of the hidden neurons of the (1295, 54)-MLP network.
The third and fourth neurons show similarity to an “eye-
brow” detector, which is an important feature for facial

expression recognition. Closer inspec-
tion of the position of both eyebrows
shows a small displacement upwards
in the third and downwards in the
fourth neuron compared to the aver-
age face. These displacements corre-
spond to the happy and angry
expressions respectively, which is ap-
parent from the distribution of the
neuron’s weights. The first and the last
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� 6. Eight sample face images from the CMU dataset of 20 per-
sons showing neutral, angry, happy, and sad facial expressions.

(a) (b)

� 7. (a) average face. (b) Weights of five hidden layer neurones of a backpropagation
network of size (1295 × 5 × 4) for recognizing the four facial expressions: neutral, an-
gry, happy, and sad.



neuron are selective to regions of the mouth and seem to
measure the curvature of the lips. This feature is present in
most of the images generated at the hidden layer neurons
of the network, trained to perform the expression recog-
nition task, suggesting its general importance for face
perception. The rotation visible in the second image is
caused by the rotation of a face showing an angry expres-
sion and displays the perturbation of the network weights
caused by an artifact. In Fig. 7(a) an average of all training
images is depicted showing a good alignment of the facial
contours. The generalization performance, i.e., correct
classification of unseen images, was 78%. No doubt nu-
merical performance could be improved. However, it is
more important to escape the fundamental artificiality of
the task, dealing with extreme cases of a very small num-
ber of expressions that vary in many facial regions.

Gesture-Oriented Approaches
Most approaches dealing with facial gestures are based on
optical flow estimation. Image gradient, or image filter-
ing, or image correlation are used for estimating optical
flow. Gradient algorithms, based on the formulation by
Horn and Schunck [109], assume that skin deformations
are locally smooth; they face difficulties, however, in
highly textured images [101]. Filtering approaches [110]
are able to analyze the spatial and temporal frequency
content of the image; they require, however, a large num-
ber of frames to compute the motion field. Correlation
approaches [111], [112] compare a linearly filtered value
of each pixel with similarly filtered values of neighboring
pixels; they generally are computationally intensive, since
some form of exhaustive search is carried out to deter-
mine the best estimate of motion. In all cases, the ex-
tracted flow patterns can be used by conventional pattern
classification techniques as well as neural networks to rec-
ognize the corresponding expressions.

Transitional Approaches: Transitional approaches focus
on computing motion of either facial muscles or facial
features between neutral and apex instances of a face.
Mase [101] described two approaches based on muscle
motion. In his top-down approach, the facial image is di-
vided into muscle units that correspond to the AUs de-
fined in FACS. Optical flow is computed within
rectangles that include these muscle units, which in turn
can be related to facial expressions. This approach relies
heavily on locating rectangles containing the appropriate
muscles, which is a difficult image analysis problem, since
muscle units correspond to smooth, featureless surfaces
of the face. In his bottom-up approach, the area of the
face is tessellated with rectangular regions over which op-
tical flow feature vectors are computed; a 15-dimensional
feature space is considered, based on the mean and vari-
ance of the optical flow. Recognition of expressions is
then based on k-nearest-neighbour voting rule. The re-
sults show that even without employing a physical model,
optical flow can be used to observe facial motion and
track action units.

Yacoob and Davis [113], on the other hand, focused on
facial edges rather than muscle dynamics, due to the fact
that edges and their motion are easier to compute and
more stable than surfaces under projection changes.
Yacoob unified the facial descriptions proposed by Ekman
and Friesen [104] and the motion patterns of expression
proposed by Bassili [108], arriving at a dictionary that pro-
vides a linguistic, mid-level representation of facial actions,
modeling spatio-temporal facial activity. The mid-level
representation is computed per frame, thus modeling
rapid actions. A rule-based recognition system has been
developed, using the descriptions of [104] and [108].

Li et al. [100] described an approach using the FACS
model and analyzing facial images for resynthesis pur-
poses. A 3-D mesh was placed on the face, and the depths
of points on it were recovered. They derived an algorithm
for recovering rigid and nonrigid motion of the face
based on two, or more, frames and on six AUs to repre-
sent possible facial expressions.

Simulation
We show that given prior normalization (as in the former
section), and a preprocessing stage for face detection, rel-
atively straightforward techniques can give reasonable
classification. We estimate the optical flow directly from
facial pixel values. The motion field is computed only in
facial areas where substantial movement has occurred
[114]: Standard learning algorithms use the resulting de-
scriptions.
� Let Fk and Fk+1 be the neutral and “apex” frames respec-
tively, in which the face has already been detected by one
of the techniques previously mentioned and normalized.
Each pixel p x yk ( , )at the kth frame is described through its
surrounding 2 2n n× block b x yk ( , ), and it is associated
with the following error:
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where Q q q q q= − × −{ , , } { , , }… … is the search area. To
decrease execution time, logarithmic search is employed,
using a limited subset of combinations (� , � )v v Qx y ∈ for
searching. “Noisy” motion vectors, i.e., poorly estimated
pixel motion, inevitably arise due to the simplicity of mo-
tion estimation; to account for this, median filtering is ap-
plied first to motion vector phases (in the form of
directional filtering) and then to their magnitude.

The motion vector at position( , )x y can be expressed as
� ( , ) ( , ) ( , )v k k

j x yx y a x y e k= φ . The discrete Radon transform
of the motion vector magnitude, at angle θ, is then given
by

R a x yk x t u y t u
u

( ) ( , ) cos sin , sin cosθ θ θ θ θ= = − = +
=−∞

∞

∑
(3)

where t and u denote the x and y
axes rotated by angle θ counter-
clockwise, as shown in Fig. 8.

The projections on two different
angles, 0° and 90°, called “signa-
tures” can be used as features for
discriminating different expres-
sions. To illustrate this fact, we
used the (rather small) Yale data-
base and obtained good classifica-
tion performance, with respect to
happy, surprised, sad, and sleepy
expressions, ranging from 82% to
87.5%, using a correlation match-
ing scheme and a neural network
classifier respectively [114].

Fully Dynamic Techniques: Ap-
proaches to extracting facial emo-
tions from image sequences fall
into three classes which are de-
scribed next. Of particular interest
is the MPEG-4 framework, exam-
ined separately in the end.

Optical Flow-Based Approach
The optical flow based approach uses dense motion fields
computed in selected areas of the face, such as the mouth
and eyes; it tries to map these motion vectors to facial
emotions using motion templates which have been ex-
tracted by summing over a set of test motion fields [114],
[116]. A coarse-to-fine strategy using a wavelet motion
model can be used for facial motion estimation, in cases
where the displacement vectors between successive
frames can become large [117]. A problem in these ap-
proaches, which in general are computationally intensive,
is caused by the inherent noise of the local estimates of
motion vectors, which may result in degradation of the
recognition performance.

Ohya et al. [118]-[120] applied hidden Markov
models (HMM) to extract feature vectors. Motivated by
the ability of HMMs to deal with time sequences and to
provide time scale invariance, as well as by their learning
capabilities, they assigned the condition of facial muscles
to a hidden state of the model for each expression. In
[118] they used the wavelet transform to extract features
from facial images. A sequence of feature vectors was ob-
tained in different frequency bands of the image, by aver-
aging the power of these bands in the areas corresponding
to the eyes and the mouth. In [119] continuous output
probabilities were assigned to the HMM observations
and phase information was added to the feature vectors.
In [120] feature vectors were obtained in two steps. Ve-
locity vectors were estimated between every two succes-
sive frames using an optical flow estimation algorithm.
Then a two-dimensional Fourier transform was applied
to the velocity vector field at the regions around the eyes
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and the mouth. The coefficients corresponding to low
frequencies were selected to form the feature vectors.

Vector quantization was used for symbolization in
[118], enhanced by a category separation procedure. Ex-
periments for recognizing the six archetypal expressions
provided a recognition rate of 84.1%, which was slightly
improved in [119]. A recognition rate of 93%, including
successful identification of multiple expressions in se-
quential order, was obtained in [120].

Feature Tracking Approach
In the second approach, motion es-
timates are obtained only over a se-
lected set of prominent features in
the scene. Analysis is performed in
two steps: first each image frame of
a video sequence is processed to de-
tect prominent features, such as
edges, corner-like and high-level
patterns like eyes, brows, nose, and
mouth [88], [142]-[145], fol-
lowed by analysis of the image mo-
tion [146]. In particular, the
movement of features can be
tracked between frames using
Lucas-Kanade’s optical flow algo-
rithm [89], which has high track-
ing accuracy. The advantage of this
approach is efficiency, due to the
great reduction of image data prior
to motion analysis; on the other
hand, it is not certain that the fea-
ture points which can be extracted
suffice for the emotion recognition
task.

Yacoob [114], [121], extend-
ing his previous work, used dense
sequences (up to 30 frames per
second) to capture expressions
over time. The focus was on near
frontal facial views and on motion
associated with the edges of
mouth, eyes, and eyebrows. Opti-
cal flow was computed, with
subpixel accuracy, only at points
with high gradient in each frame
[111]. On a sample of 46 image se-
quences of 32 subjects, the system
achieved recognition rates of 86%
for happiness, 94% for surprise,
92% for anger, 86% for fear, 80%
for sadness, and 92% for disgust.
Blinking detection was achieved at
65% of cases. Some confusion of
expressions occurred between the
pairs of fear and surprise, anger
and disgust, sadness and surprise;

these pairs are in proximity in space and share common
action units, so that human judges make similar errors.

Using the same features as in [113], Rosenblum and
Yacoob [122] proposed a radial basis function (RBF)
network architecture to classify facial expressions. They
used a hierarchical approach, which at the highest level
identified emotions, at the mid-level determined motion
of facial features, and at the lowest level recovered motion
directions. Correct recognition was 76%. Related neural
network based techniques were developed by Thalmann
et al. [123].
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Model Alignment Approach
The third approach aligns a 3-D model of the face and
head to the image data to estimate both object motion
and orientation (pose). A series of publications by Essa
and Pentland [124]-[126] dealt with tracking facial ex-
pressions over time, using an extended FACS representa-
tion and matching spatio-temporal motion-energy
templates of the whole face to the motion pattern.

Based on the work of Platt and Badler [127], who had
created a mesh based on isoparametric triangular shell ele-
ments and on that of Waters [99] who had proposed a mus-

cle model in a dynamic framework, they created a dynamic
model of the face, describing the elastic nature of facial skin
and the anatomical nature of facial muscles. The transforma-
tions creating this model and its control parameters pro-
vided the necessary features to describe facial expressions
through muscle actuation. Each expression was divided into
three distinct phases, i.e., application, release, and relax-
ation. Feature extraction was similarly divided into three
distinct time intervals and normalized by the temporal
course of the expression. Using a small database of 52 se-
quences, a recognition rate of about 98% was obtained.
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Simulation
As before, we have integrated key ideas from the litera-
ture into a relatively straightforward system that learns
expression classification based on optical flow. Flow is es-
timated taking into account consecutive frames; the com-
puted motion field is accumulated over all time periods,
as shown in Figs. 9(a), 10(a), and 11(a) for the expres-
sions of anger, happiness, and surprise, respectively. Cor-
responding “signatures” are obtained by applying the
Radon transform to the motion field in angles 0° and 90°;
the latter case is shown in Figs. 9(b), 10(b), and 11(b).
Motion energies, corresponding to movement in eight
different directions of important facial parts, are also ex-
tracted, as shown in Fig. 12 for the expressions of happi-
ness and surprise. “Signatures” and motion energies form
a feature vector sequence, which can feed six HMMs for
classification of the archetypal expressions [128]; HMMs
perform the required temporal analysis, also accounting
for time-scale variations.

The results obtained by the HMMs were explored us-
ing the activation—evaluation space, described earlier.
The key question was whether the variables learned by the
HMMs relate systematically to underlying dimensions
rather than to wholly discrete categories. Figure 13 sug-
gests that they do to at least some extent. The majority of
misclassifications (especially in the categories of anger,
sadness, fear, disgust, and surprise) remain in the same
quadrant as the correct response. Hence even
misclassifications generally convey broad information
about emotional state. Since that occurs even though
training does not use information about activation/evalu-
ation space, it suggests a natural compatibility between
some dimensions of facial movement and dimensions of
emotion. Future research will seek to understand that
compatibility and capitalize on it.

Feature Tracking in the MPEG-4 Framework
The natural way to develop feature tracking techniques is
to use the standard MPEG-4 FDP points. On the basis of
previous work, we have identified a
subset of the FDP 3-D feature
point, shown in Fig. 5, that appears
relevant to emotion. Based on that,
we have created a relation between
FAPs that can be used for the de-
scription of six archetypal facial ex-
pressions [148] and the selected
FDP subset. Table 12 presents the
features that represent this relation,
which are the time derivatives of
the distances between the selected
FDP points, normalized by the
corresponding FAPU. The fif-
teenth feature is not related to a dis-
tance itself, but tries to capture the
gesture of vertical wrinkles created

in the area between the inner parts of the eyebrows. The
above features define the positive intensities for the FAP
set as well as the development of the expressions towards
their “apex” state.

We have examined the potential of that approach in
two separate simulations.

In the first, we used sequences obtained from the MIT
Media Lab, which show standard archetypal emotions—
happiness, surprise, anger, and disgust. Faces were de-
tected in the image frames using color and shape informa-
tion, as mentioned earlier (see also [147]). The technique
presented in [149] was then used to detect the relevant
FDP subset. Accurate detection of the FDP points, how-
ever, was assisted by human intervention in many cases.
Then, for each picture that illustrated a face in an emo-
tional state, the feature vector corresponding to FAPs was
computed. A neural network architecture was trained and
then used to classify the feature vectors in one of the
above categories in a frame by frame basis; we were un-
able to explore temporal classification of the whole se-
quences, due to the limited number of available sequences
in the database. The results were projected onto the acti-
vation—evaluation space and are shown in Fig. 14(a).
The results are in general good and similar to the ones ob-
tained by the HMM approach. Using capabilities of neu-
ral networks [150], we were able to evaluate the
contribution of each particular feature of the 15-tuble fea-
ture vector in the obtained results. Figure 14(b) indicates
that about eight FAPs, related to the eyebrow and lip
points, mainly contributed to the classification of the
above expressions. The role of the wrinkle detection fea-
ture was found important for correct classification of the
anger expression. The results also depict that features sen-
sitive to accurate detection of the FDP points, such as
open_eyelid and close_eylid, seem to be ignored by the neu-
ral classifier. Anomalously, only one of the components
of symmetrical features is taken into account, i.e., the
contribution of the raise_l_i_eyebrow is much higher than
that of raise_r_i_eyebrow. These results suggest the possi-
bility of coarse but robust description of emotions, using
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a relatively small number of FAPs and mapping results
onto activation-evaluation space.

The second experiment considered the possibility of
subtler discriminations, involving emotional states other
than archetypal emotions. The emotional states considered

were amusement, happiness, and excitement. Stimuli were
drawn from two sources, the MIT facial database and a pi-
lot database of selected extracts from BBC TV programs.
Using the same procedure as before, we trained a neural
network to classify the feature vectors in one of the three
categories. Results are shown in Fig. 15(a), indicating that
amusement and happiness were classified satisfactorily,
whereas excitement was almost equally split between the
three categories. That underlines the importance of look-
ing beyond archetypal emotions. Feature sets developed to
discriminate them may not support discriminations
among other emotional states that are at least as common
and important in everyday life.

Natural Directions for Research
This section attempts to identify the natural directions for
further research, identifying where existing approaches
are incomplete and how integration among them could
be accomplished.

Almost all of the work mentioned in “Computational
Studies of Facial Expression Recognition” deals with ar-
chetypal emotions. It focuses on facial features and models
that can discriminate among that limited range of expres-
sions. The available data also reflect the emphasis attached
to this type of classification. It is a natural priority to make
use of a wider range of categories and richer output repre-
sentations, as suggested by the activation-evaluation repre-
sentation and the BEEVer emotional description. That
interacts with investigation of potential midlevel represen-
tations and extracted features, because selection depends
on the variety of situations to be described. The MPEG-4
framework is clearly relevant because it will have a crucial
role in forthcoming HCI applications and environments.
Automatic extraction of the FDP parameters should im-
prove rapidly, and that will permit the generation of more
powerful FAP representations. Because of the continuity
of emotion space and the uncertainty involved in the fea-
ture estimation process, it is natural to apply fuzzy logic or
neurofuzzy approaches. Similarly, hybrid approaches offer
natural ways of coding and enriching prior knowledge,
and adapting it to accommodate the different expressive
styles of specific users. Moreover, developing systems
which can combine and analyze both visual and speech in-
put data is crucial. Since HMMs have been successfully ap-
plied to both types of input, they are a natural element of
this combined framework.

All of those developments hinge on the construction of
appropriate databases, preferably audio/visual. That
topic is further discussed in the next section.

Training and Test Material
If emotion recognition systems use learning architec-
tures, such as neural networks, then adequate training
and test material are as fundamental as feature extraction.
Training and test material need to contain two streams.
One—the input stream—describes visual and acoustic in-
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Table 12. Description of FAP Set Using a Subset
of the MPEG-4 FDP Set.

FAP Name Features Used for
the Description

Positive
Intensity

Squeeze_l_eyebrow f s
ESo

df
dt1

11 3= ( , ) , df
dt

1 0<

Squeeze_r_eyebrow f s
ESo

df
dt2

24 6= ( , ) , df
dt

2 0<

raise_u_midlip f s
ENSo

df
dt3

316 30= ( , ) , df
dt

3 0<

raise_l_midlip f s
ENSo

df
dt4

416 33= ( , ) , df
dt

4 0<

raise_l_i_eyebrow f s
ENSo

df
dt5

53 8= ( , ) ,
df
dt

5 0>

raise_r_i_eyebrow f s
ENSo

df
dt6

66 12= ( , ) , df
dt

6 0>

raise_l_o_eyebrow f s
ENSo

df
dt7

71 7= ( , ) , df
dt

7 0>

raise_r_o_eyebrow f s
ENSo

df
dt8

84 11= ( , ) , df
dt

8 0>

raise_l_m_eyebrow f s
ENSo

df
dt9

92 7= ( , ) ,
df
dt

9 0>

raise_r_m_eyebrow f s
ENSo

df
dt10

105 11= ( , ) ,
df
dt

10 0>

open_jaw f s
ENSo

df
dt11

1116 33= ( , ) , df
dt

11 0>

close_upper_l_eyelid –
close_lower_l_eyelid

f s
ENSo

df
dt12

129 10= ( , ) , df
dt

12 0<

close_upper_r_eyelid –
close_lower_r_eyelid

f s
ENSo

df
dt13

1313 14= ( , ) , df
dt

13 0<

stretch_l_cornerlip –
stretch_r_cornerlip

f s
ESo

df
dt14

1428 29= ( , ) , df
dt

14 0>

Vertical_wrinkles
between eyebrows f s

df
dt15

153 6= ′( , ) ,
df
dt

15 0>

Note: s(i,j)=Euclidean distance between FDP points i and
j, {ESo, ENSo}=Horizontal and vertical distances used for
normalization, and s’(3,6) is the maximum difference
between pixel values along the line defined by the FDPs 3
and 6.



puts directly. The other—the output stream—describes
episodes in the signal stream in terms related to emotion.
The descriptions in the output stream will be called inter-
pretations. This section examines the principles relevant
to selecting the streams, resources that are currently avail-
able, and approaches to con-
struct new material.

Existing Material
This subsection reviews ex-
isting collections of material
with at least some connec-
tion to the expression of
emotion in human faces or
vocal behavior. The Web
contains many sites that refer
to research on topics related
to emotion and facial and
speech information, includ-
ing a number of databases
with at least some relevance
to our goals. A full descrip-
tion of associated databases
can be found in [151].

Sources Dealing with the
Study of Human Emotion
Many links concerned with
emotion refer to sites where
research in Psychology is
carried out. These sites (e.g.,
the UC Berkeley Psycho-
physiology Lab, the UC
Santa Cruz Perceptual Sci-
ence Lab, the Geneva Emo-
tion Research Group) tend
to deal with the theory of
emotional expression and its
relation to cognition. They
give interesting details
about experiments on emo-
tional behavior and the de-
tection of emotion, using
speech and facial animation
as inputs. They also provide
rich bibliographic refer-
ences. However, they tend
not to make their signal
sources publicly available.

Four sites are particularly
relevant. An interesting over-
view of models and ap-
proaches used historically in
this area of human psychol-
ogy, as well as a list of related
links, is available at the site of

the Salk Institute for Biological Studies (http://emotion.
salk.edu/emotion.html). Recent techniques for facial ex-
pression analysis and acoustical profiles in vocal emotion
are published by a team at Geneva (http:// www.unige.
ch/fapse/emotion/welcome.html). The Berkeley site pro-

JANUARY 2001 IEEE SIGNAL PROCESSING MAGAZINE 67

Surprised
Afraid
Disgusted
Joyful
Sad
Angry
Neutral

77.8%

91.7%

1

0.8
95%
0.6

0.4

0.2
80%

100%

1

0.8

0.6

0.4

0.2

6.7%
6.7%5%

11.1%
20%

(a) (b)

Input Contribution
(Normalized with
Respect to the
Highest Value)

dƒ1 dƒ2 dƒ3 dƒ4 dƒ5 dƒ6 dƒ7 dƒ8 dƒ9 dƒ10 dƒ11 dƒ12 dƒ13 dƒ14 dƒ15

dt dt dt dt dt dt dt dt dt dt dt dt dt dt dt

(c)

� 14. (a) Correctly and (b) erroneously categorized results obtained using the MPEG-4 framework,
projected to the activation-evaluation space; (c) contribution of the particular features to the clas-
sification task (see Table 12 for the particular features).

(a) (b)

Input Contribution
(Normalized with
Respect to the
Highest Value)

dƒ1 dƒ2 dƒ3 dƒ4 dƒ5 dƒ6 dƒ7 dƒ8 dƒ9 dƒ10 dƒ11 dƒ12 dƒ13 dƒ14

dt dt dt dt dt dt dt dt dt dt dt dt dt dt

(c)

1
1

0.8 0.8

0.6 0.6

0.4 0.4

0.2 0.2

40%

30%82.6%

80%

Excited
Happy
Amused 4%

5%

15%
30%

13%

� 15. (a) Correctly and (b) erroneously categorised results concerning variations of the happy emo-
tion, projected to the activation-evaluation space; (c) contribution of the particular features to the
classification task (see Table 12 for the particular features).



vides suggestions (http:// socrates.berkeley.edu/~
ucbp1/research.html) about eliciting emotion in labora-
tory settings.

On the other hand, most sites deal with topics only in-
directly related to emotion and its audiovisual expression.
They reflect the enormous amount of interest that has
been stimulated by research on man-machine interaction,
computer vision, medical applications, lipreading,
videoconference, face synthesis, and so on. Most of them
refer to the theoretical basis of their approach or examine
issues like relationships between facial expression, aging,
and attractiveness, trying to describe features which could
lead a machine to detect cues to these human characteris-
tics (see the links proposed by the UCSC Perceptual Sci-
ence Lab, http://mambo.ucsc.edu/). Emotional content
of faces and voices is often an issue, but rarely the main
target of their research. A few sites make their signals
freely available as databases. Video sequences containing
facial expressions can be downloaded from various web
sites as detailed below whereas speech materials tend to
be more scarcely represented.

In the summary that follows, we try to give as much in-
formation as possible about material that is related to our
aims. More details about the material and its exact loca-
tion can be found in [151].

Speech
Corpus linguistics has been a major research area in the
past decade, and it has produced a number of substantial
speech databases, in many languages. Several of them in-
clude emotion-related material.

An emotional speech database has been
complied for Danish (DES, 1997) but no de-
tails are yet available. A CD-ROM contains
48kHz sampled audio files and a phonotypical
SAMPA transcription of 30 minutes of speech
[involving two words (yes and no), nine sen-
tences (four questions), and two passages] per-
formed by four actors believed able to convey a
number of emotions (neutral, surprise, happi-
ness, sadness, anger). It is available at the Cen-
ter for Person Kommunikation of Aalborg.
Another corpus partially oriented to the analy-
s is of emotional speech is cal led
GRONINGEN (ELRA corpus S0020), in-
cluding over 20 hours of Dutch read speech
material from 238 speakers in CD-ROM.

For English, a joint research project between The
Speech Laboratory at the University of Reading and The
Department of Psychology at the University of Leeds car-
ried out the Emotion in Speech Project [51]. Samples are
organized in a database. It is to be released on CD-ROM,
but is not available yet.

Figure 16 shows an annotated sample from the Read-
ing/Leeds project. A number of interesting points can be
made about the format. The input stream is augmented
with prosodic features described using the standard ToBI
system [200]. Although the result is included in the data-
base, they conclude that it is too phonologically oriented to
permit detailed representation of the phonetic and
paralinguistic information that is relevant to analysis of
emotional speech. As a result they added descriptors based
on the prosodic and paralinguistic feature system devised
by Crystal [37]. The output stream also goes beyond the
classification system that phoneticians use in describing at-
titudes and emotions transmitted by vocal means. Both
points reinforce conclusions drawn in earlier sections.

Faces: Static Images
Faces have been a focus of research in several disciplines,
and databases that present pictures of them are offered by
many labs all over the world. These collections could rep-
resent a source of test material, but are not always emo-
tionally expressive, or associated with suitable descriptors
of emotional state.

Electronic Collections
There are many collections of static pictures that show
faces under systematically varied conditions of illumina-
tion, scale, and head orientation, but very few consider
emotional variables systematically. There are examples,
which do portray emotion, but bringing together samples
from various databases with nonuniform format is not an
ideal procedure in terms of practicality or consistency. Da-
tabases containing emotion-related material that are freely
and immediately available include the following.
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esting points can be made about the format.

� 17. A sample of Yale face database.



The one, provided by Yale (http://cvc.yale.edu/projects/
yalefaces/ yalefaces.html), includes 165 gray scale images
(size 6.4 MB) in GIF format of 15 individuals. There are
11 images per subject, one per different facial expression or
configuration: center-light, with glasses, happy, left-light,
without glasses, normal, right-light, sad, sleepy, surprised,
and wink. The database is publicly available for noncom-
mercial use. Figure 17 shows a sample of a Yale sequence.
It illustrates a recurring problem in the area. A suitable
term for the images might be “staged.” Expressions like
these might be encountered in politics, storytelling, or the
theater, but intuition suggests that it would be very dis-
turbing to encounter them during something that we re-
garded as a sincere interaction at home or at work.

Figure 18 shows a sample of expressions made avail-
able by the Geneva group. The contrast with Fig. 17 is
very striking: it is obvious that the pictures show people
genuinely engaged in emotional behavior. However, the
available data set is small. The group reports having re-
cords of elicited expressions, but there is no explicit inten-
tion to make them widely available.

The ORL Database of Faces (ftp://ftp.orl.co.uk:pub/
data/orl_faces.zip) contains a set of face images taken be-

tween April 1992 and April 1994 at ORL. The database
was used in the context of a face recognition project car-
ried out in collaboration with the Speech, Vision and Ro-
botics Group of the Cambridge University Engineering
Department. There are ten different images of each of 40
distinct subjects. The images vary the lighting, facial de-
tails (glasses /no glasses), and aspects of facial expression
which are at least broadly relevant to emotion—open
/closed eyes, smiling /not smiling. All of the images were
taken against a dark homogeneous background with the
subjects in an upright, frontal position (with tolerance for
some side movement). The files are in PGM format, each
image containing 92 × 112 pixels, with 256 grey levels
per pixel.

Another important collection of face images is available
at the site of the PICS database at the University of Stirling
(http://pics.psych.stir.ac.uk/cgi-bin/PICS/pics.cgi),
within a larger collection of various other images. Samples
of face images are available in demo version. All the collec-
tions can be downloaded after registration as tar-com-
pressed files. Among the most promising are those of a first
database of 313 images, where faces show three different
expressions each [see Fig. 19(a)] and those of a second da-
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tabase of 493 images and two expressions per subject [see
Fig. 19(b)]. A third database is composed by 689 face im-
ages [see Fig. 19(c)] with four expressions represented.

Printed Collections
The classic collection of photographs showing facial emo-
tion was published by Ekman and Friesen [152]. It can
also be bought in electronic form. It is the natural refer-
ence source for computational research on static visual in-
dicators of emotion. It is important, though, to recognize
that the accompanying text makes it explicit that the pic-
tures are anything but representative. They were posed,
and stringently selected from a larger set, aiming at being
consistent with Ekman and Friesen’s theory. They are to
everyday emotions rather as publicity photographs are to
resorts in a variable climate.

The PSL site lists various other historically significant
collections of face images or illustrated studies of emotion
expression, e.g., Bulwer (1648), The Deafe; Duchenne de
Boulogne (1862), The Mechanism of Human Facial Ex-
pression; Darwin (1872), The Expression of the Emotions in
Man and Animals; Ermiane (1949), Jeux Musculaires et
Expressions du Visage; and Ermiane and Gergerian (1978),
Album des Expressions du Visage.

Faces: Videos
Relatively few sources contain samples of faces moving,
and kinetic sequences which are emotionally character-
ized are even less common. Those which are available as
freeware rarely exceed demonstrations with sequences of
three or four frames.

The material that tends to be available at these sites
consists of images produced by research software—e.g.,
for lip tracking or facial animation—instead of the origi-
nal video sequences or images used for the analysis and/or
the training. An impressive list of projects, carried out on
these fields, are given at the PSL site (http:// mambo.
ucsc.edu/psl/fanl.html). Samples of movies of faces ex-
pressing emotion are at the location (http://www.
cs.cmu.edu/~face/) where they are used to describe a few
examples of the application of the optical flow technique
for six archetypal emotions (surprise, joy, anger, disgust,
fear, sadness), while an interesting collection is in (ftp://
whitechapel.media.mit.edu/pub/) describing smile, an-
ger, disgust and surprise expressions.

Speech and Video
Material which combines speech and video is still rare.
The M2VTS group, provided one of two speech-plus-
video databases we have traced. Neither of them seems to
be emotionally characterized.

M2VTS Multimodal Face Database (http://www.
tele.ucl.ac.be/M2VTS) is a substantial database combin-
ing face and voice features, contained on three high den-
sity exabyte tapes (5 Gbyte per tape), focusing on
research in multimodal biometric person authentication.
It includes 37 different faces and provides five shots for
each person taken at one week intervals or when drastic
face changes occurred in the meantime. During each shot,
people have been asked to count from zero to nine in their
native language (most of the people are French speaking).
The final format for the database is for images: 286 × 350
resolution, 25 Hz frame frequency/progressive format,
4:2:2 color components. Sound files (.raw) are encoded
using raw data (no header). The format is 16 bit unsigned
linear and the sampling frequency is 48 kHz. An Ex-
tended M2VTS Face Database also exists, including more
than 1,000 GBytes of digital video sequences (http://www.
ee.surrey.ac.uk/Research/VSSP/xm2vtsdb/). It is not
clear which are the languages represented. Its short de-
scription only detailed that speakers were asked to read
three English sentences which were written on a board
positioned just below the camera. The subjects were
asked to read at their normal pace, pause briefly at the end
of each sentence, and read through the three sentences
twice. The three sentences audio files, a total of 7080 files,
are available on four CD-ROMS. The audio is stored in
mono, 16bit, 32 kHz, PCM wave files.

Tulips 1.0 (ftp://ergo.ucsd.edu/pub/) is a small audio-
visual database of 12 subjects saying the first four digits in
English. Subjects are undergraduate students from the
Cognitive Science Program at UCSD. The database con-
tains both raw acoustic signal traces and cepstral pro-
cessed files in PGM format, 30 frame/s. Audio files are in
.au format. Video files are in PGM format, 100 × 75 pixel
8 bit gray level.

An archive called MIT-faces is also available at the site
ftp://ergo.ucsd.edu/pub/MIT-faces/MIT-faces.mat. It
contains a matrix with 48 rows and 36,000 columns.
Each row is a different image. The columns go for 60 × 60
pixels per image. There are images of 16 subjects each of
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which is displayed in three different illumination condi-
tions for a total of 48 images.

Overview of Available Material
It is clear from this review that lack of suitable material is a
major obstacle to progress. Where material is available, it
needs to be scrutinized very carefully for ecological valid-
ity. That is why we now consider the issues involved in se-
lecting and constructing training material.

Input Stream Construction
Recording
Recording suitable input material is not trivial. The
speech community has recognized for many years that
obtaining genuinely realistic recordings of any kind is a
difficult problem, and psychologists trying to evoke gen-
uine fear and anger have gone to lengths that no modern
ethical code would allow [199]. This section outlines the
main methods to elicit material, noting their advantages
and disadvantages in relation to both constructing new
material and evaluating preexisting sources.

Context-Free Simulations: This seems a suitable term for
attempts to generate emotional behavior in a vacuum, such
as posed photographs and emotionally ambiguous sen-
tences spoken to convey a specified emotion. Context-free
simulations are easy to carry out, and they can provide ma-
terial which is controlled and balanced. Unfortunately, it is
emphatically not natural. It is also likely to be biased with
respect to structure. It is much easier to pose for a snapshot
or speak a short sentence in a simulated emotion than it is
to produce a sustained audiovisual simulation.

Reading: Reading material with appropriate emo-
tional content is a step less artificial, mainly because well
chosen passages can induce genuine emotion. For in-
stance, passages used in [54] succeeded to the extent that
several readers were unable or unwilling to read the pas-
sages conveying sadness and fear. However, the reading
task incorporates severe constraints. Verbal content and
phrasing reflect the intuitions of the person who wrote
the passage, and facial expression is directly constrained
by the need to keep the eyes on the text and to keep speak-
ing (which constrains gestures with the mouth).

Prompting: A step less constrained again is providing a
strongly emotive prompt. Prompts may be highly
charged stories, extracts from film or television, or pieces
of music. Various techniques using mental imagery have
also been used to induce target emotional states. So far as
speech is concerned, prompt techniques share some con-
straints with reading. People generally need an invitation
to talk (usually about the prompt), and that tends to pro-
duce a set piece monologue. Prompts are also better at in-
ducing some emotional states (sadness, anger, disgust,
amusement) than others (love, serenity).

Games: Computer games have been increasingly used
to induce emotion, particularly by the Geneva group. An
environment called the Geneva Appraisal Manipulation

allows them to generate experimental computer games
that elicit emotion, with automatic data recording and
questionnaires. While playing the experimental game,
subjects are videotaped. Facial actions are then catego-
rized in terms of FACS [98] and can be automatically
matched to the corresponding game data, using a time
code as a reference for both kinds of data [see Fig. 18(a)].
The approach does seem to elicit genuine emotion in a
reasonably controlled way. However, it has various limi-
tations. A minor one [which is noticeable in Fig. 18(b)] is
that it constrains attention in a very distinctive way—sub-
jects’ gaze is generally focused on the screen. The major
limitation is that at present, the technique elicits only fa-
cial expressions of emotion. That will change as voice in-
put techniques for computers improve.

Broadcasts: The Reading/Leeds project identified a
large ready-made source of emotional speech, in the form
of unscripted discussions on radio. For the audiovisual
case, chat shows provide a comparable source. It would
be naive to think that interactions in studio discussions
were totally unaffected by the setting. Nevertheless, that
kind of source seems more likely than the previous ap-
proaches to provide some expressions of quite strong
emotions which are spontaneous and audiovisual.

Dialogue: Interactive situations are an important source
for two reasons. First, emotion has a strong communica-
tive function, and interactive contexts tend to encourage its
expression. Second, ecologically valid accounts of emotion
in speech need to consider dialogue, because it is the con-
text in which speech usually occurs. Small groups of people
who know each other well enough can talk freely or been
set to talk on a subject that is likely to evoke emotional reac-
tions. Results are considered later in this section.

These outlines make two points. First, they highlight
sources of artificiality. Second, they highlight the intuition
that the expression of emotion may be quite context de-
pendent, taking different forms in different settings. As a re-
sult, both general and application-specific issues probably
have to be considered in the selection of training material.

Output Stream Construction
An output stream consists of descriptions of emotional
states. “A Descriptive Framework for Emotional States”
reviewed the principles on which descriptions might be
based. This section considers how they can be put into
practice. It starts by considering requirements for an ade-
quate database and then describes work aiming at satisfy-
ing them.
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“Cause” and “Effect” Interpretations
Database structure is profoundly affected by the relative
weights attached to cause-type interpretations, which
purport to describe the state that gave rise to signs of
emotion; and effect-type interpretations, which purport
to describe the reaction that signs elicit in observers.
These are closely related, because people are good at judg-
ing emotion. However, they diverge in some cases, such
as deception or acting.

The psychological tradition is often strongly oriented
towards cause-type interpretations, inducing particular,
known emotions. That is appropriate in some contexts.
However, in the present context, it is more appropriate to

rely on effect-type interpretations—i.e., to describe the
way human observers interpret the relevant signs of emo-
tion, and hence to train artificial systems to judge emo-
tion as they do. One reason is that requiring cause-type
interpretations massively restricts the kinds of input se-
quence that can be used: for instance, it rules out material
such as broadcasts where there is no access to the people
who produced the emotion. A second reason is that even
with access, cause-type interpretations are difficult to vali-
date convincingly. For example, the fact that a perfor-
mance was produced by asking someone to portray a
particular emotion does not make the result a valid sam-
ple of that emotion. Effect-type interpretations, on the

other hand, are straightforward to
validate, by checking that observers
assign them consistently. It makes
sense to treat them as the primary
source to be considered.

A closely linked issue is whether
material should be used at all.
Clearly, ineptly acted sequences
should be excluded (unless the inten-
tion is to create a system that recog-
nizes them as anomalous). Again,
two types of questions are rele-
vant—whether the sequence truly re-
flected emotions in the person who
produced it and whether observers
regard it as convincing.

Existing sources vary greatly in the
level of validation that they describe.
The Geneva group describes very full
cause-type validation: situations are
theoretically calculated to evoke par-
ticular emotions, and subjects rate
their own emotional states. That
makes the invaluable point that sub-
jects who show moderate surface re-
actions may actually be more
strongly affected subjectively than
subjects who show strong surface re-
actions. The Geneva group have also
carried out effect-type validation of
vocal behavior and examined the fea-
tures associated with convincing and
unconvincing portrayals of emotion.
At the other extreme, some sources
make no mention of validation.
Again, it will be assumed that the ef-
fect-type criterion has priority, i.e., a
portrayal should be regarded as a le-
gitimate source if it thoroughly con-
vinces people. Clearly, though,
independent information about the
producer’s emotional state is valuable
if it is available.
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Temporal Organization
Descriptions of emotional states
need to be associated with units of
some kind in the input stream. Find-
ing suitable units is a nontrivial prob-
lem, reflecting questions that were
raised earlier.

At one extreme, some critical kinds
of evidence seem likely to come from
brief episodes which offer strong signs
of emotion; for instance, facial ges-
tures lasting a few seconds. Some vo-
cal signs of expression may be
concentrated in brief episodes where a
distinctive manner of speech comes
through. At an intermediate level, sta-
tistical measures of speech need to be
collected over a moderate period. It is
not clear how long it needs to be to
produce reliable information. Experi-
ence in related areas suggests that epi-
sodes of about ten seconds—which
are roughly sentence-like—can be dif-
ferentiated statistically. Other judg-
ments seem to depend on considering
larger units again. It seems unlikely
that an emotion such as relief is identi-
fied without previous evidence of concern or worry, and
triumph would be easier to identify given evidence that
there had been conflict with another party who was now
downcast. At the other extreme, judgments about moods
or traits seem to depend on quite protracted samples.

Training material needs to direct systems to recognize
the time scale over which it is appropriate to form particu-
lar kinds of judgment and, in some cases at least, how rele-
vant boundaries are marked.

Uniqueness and Uncertainty
It is tempting to assume that “good” data consists of epi-
sodes that have a definite emotional character. However,
uncertainty is a salient feature of emotional life. Phrases
such as “I don’t know whether to laugh or cry” indicate
that the person experiencing the emotion may be ambiva-
lent. Shows like “Blind Date” regularly dramatize the fact
that people find it difficult to recognize emotions related
to attraction or dislike in another person.

Ideally, a database needs to be capable of reflecting at
least the second kind of uncertainty. There are two ways
of doing that. One is to incorporate measures of confi-
dence within a single stream of data. The other is to at-
tach alternative interpretations to episodes that elicit
more than one type of reaction.

Eliciting Descriptions
Following the principles outlined above, we have devel-
oped a system for attaching effect-type descriptions of

emotional state to an input stream. It has several ele-
ments.

“Feeltrace” is a computer system designed to let raters
describe inputs in terms of activation-evaluation space.
They are presented with a stimulus and specify its per-
ceived emotional content by placing a mouse-controlled
pointer within a circle that depicts of activa-
tion-evaluation space. Critically, moving the pointer al-
lows them to track emotional content as it changes over
time. The output is a list of coordinate pairs, one for acti-
vation and one for evaluation, each with a time stamp.
The interval between pairs is of the order of 0.1 s.

Feeltrace incorporates multiple ways of conveying to the
rater what a pointer position means. The main axes are
marked and described as activation and evaluation. The
color of the pointer is keyed to its position using a color code
which people find reasonably intuitive [23]. The cursor is
green in positions corresponding to highly positive emo-
tional states, red in positions corresponding to highly nega-
tive emotional states yellow in positions corresponding to
highly active emotional states, and blue in positions corre-
sponding to very inactive emotional states. Around the edge
of the circle are terms describing the archetypal emotion as-
sociated with that region of the space. Within the circle, se-
lected words from the BEEVer list are printed at the point
where their reported co-ordinates indicate that they belong.
The dimension of time is represented indirectly, by keeping
the circles associated with recent mouse positions on screen,
but having them shrink gradually (as if the pointer left a trail
of diminishing circles behind it). A substantial training ses-
sion is given before raters use it. Figure 20 shows examples
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of the display that a rater using Feeltrace sees at a particular
instant during a response sequence—one chosen to show
the negative/positive color coding, the other to show the ac-
tive/passive color coding.

Feeltrace provides relatively fine resolution in time
paired with coarse resolution in emotional space. To
complement that, raters attach category labels from the
BEEVer list to episodes with predefined boundaries.
They must identify the best fitting label of 16 most fre-
quently selected, and have the option of adding others
from the remaining 24 if that adds clarification. Cause-
type descriptions are also obtained when available. They
are asked to rate their own emotions and to identify peri-
ods that they are genuinely caught up in the activity rather
than “performing” for the recording.

Capturing Emotional States in Dialogue:
A Case Study
We have reported preliminary work on the kind of mate-
rial envisaged above [183]. Following the “social facilita-
tion” approach, we arranged for groups of friends to
choose topics that they felt strongly about and to discuss
them for about an hour in a TV studio. The topics were
religion, euthanasia, and communism. In each group,
two people at a time were filmed. The third (unfilmed)
person was asked to mediate and encourage rather than
take a full part. After the sessions participants were asked
to assess their own level of involvement. Most of them re-
ported that they became caught up in the discussion for
substantial periods and that at times they were emotion-
ally very heated.

A selected passage was examined in depth. Three raters
carried out Feeltrace ratings of a seven minute extract,
presented auditorily. Its emotional tone was predomi-
nantly within a single Feeltrace quadrant (negative and
active). The unit of analysis was a turn (i.e., a passage
where one subject spoke without interruption from oth-
ers). Figure 21 shows average ratings for each turn, sepa-
rating out the two main speakers. It is reasonably easy to
see which ratings are for activation and which are for eval-
uation because the former are almost all positive and the
latter are almost all negative. Ratings show broad consis-
tency, but there are also divergences. These divergences
prompted the emphasis on training raters which was re-
ported above, and the new procedure does appear to re-
duce them.

Phonetic analysis was carried out for 25 turns which
provided contrasting, but reasonably consistent ratings.
Prosodic features for each turn were measured using AS-
SESS. Feeltrace ratings were also summarized on a
turnwise basis, using mean and standard deviation for
each turn, on each dimension, and for each rater. There
were correlations between ASSESS and Feeltrace mea-
sures, confirming that prosodic features do signal the
emotional tone of an argument. However, the correlation
patterns were not straightforward, and they were not the
same for the two speakers. The strongest correlations in-

volved change in emotional tone, suggesting that
prosodic features signaled turns where a speaker was
shifting ground emotionally. Change in activation level
(measured by the standard deviation) was marked by low
numbers of pitch movements per second and low varia-
tion in the amplitude of key segments. Change in evalua-
tion (as captured by the standard deviation) was linked to
variable pause length in both speakers and to a number of
other features of pausing in one of the speakers.

Several features seemed to have variable significance.
For example, one speaker signaled relatively positive eval-
uation with high standard deviation for the amplitude of
falls and low minimum F0. In the other speaker, the same
variables signaled change in evaluation. Similarly, one
speaker signaled changing activation by raising the lower
end of the pitch distribution, the other by raising the up-
per end. Initial tests related to visual signs were reported
earlier. We are currently analyzing a larger variety of emo-
tional states; the task is not generally straightforward. For
example, the speaker who reported most emotion in the
episodes studied for speech almost always retained a
smile. Visual signs of the underlying emotion appear to
reside in the manner of smile—from reasonably relaxed to
forced.

That kind of material epitomizes the kind of challenge
involved in recognizing emotion in the real world. People
do give signs of their emotional state, and other people
are able to detect them. But the signs are modulated, con-
textual, and multimodal. Building systems that can detect
them depends on recordings that capture the way they
operate, descriptions that express what they mean, and
learning rules that can profit from that information; that
is much more interesting than labeling posed photos.

Summary and Conclusions
Following the above, it can be concluded that developing
artificial emotion detection systems ideally involves
co-ordinated treatment of the following issues.

Signal Analysis for Speech
There is prima facie evidence that a wide range of speech
features, mostly paralinguistic, have emotional signifi-
cance. However, work is still needed on techniques for ex-
tracting these features. Techniques based on neural nets
have been extensively used at this level and could be used
more to set parameters within classical algorithms. There
would probably be gains if the extraction process could ex-
ploit relevant linguistic information,phonetic or syntactic.

Signal Analysis for Faces
There is prima facie evidence that a range of facial ges-
tures have emotional significance. The target-based ap-
proaches which are best known in psychology do not
transfer easily to machine vision in real applications. Fa-
cial-gesture tracking approaches have produced promis-
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ing results, but their psychological basis needs further
exploration; they must also be tested on a large scale.

Effective Representations for Emotion
Describing emotion in an exclusive sense (i.e., cases of
“pure” emotion) is very different from describing emo-
tion in an inclusive sense (i.e., emotionality as a pervasive
feature of life); and conceptions suggested by the first task
do not transfer easily to the second. A range of techniques
are potentially relevant to representing emotion in an in-
clusive sense, including continuous dimensions and
schema-like logical structures. Ideally a representation of
emotion should not be purely descriptive: it should also
concern itself with predicting and/or prescribing actions.
It should be also capable of modification through experi-
ence, as developmental and cross-cultural evidence indi-
cate human representations are.

Appropriate Intervening Variables
Human judgments of emotion may proceed via interven-
ing variables—referring to features of speech, facial ges-
tures, and/or speaker state—rather than proceeding
directly from signals. Describing intervening variables in
symbolic terms will help to explain and reason about
emotion-related judgments. We are currently working in
this direction. Allowing suitable intervening variables to
emerge through experience is certainly a challenge for
computational theories of learning [153].

Acquiring Emotion-Related Information
from Other Sources
Contemporary word recognition techniques support de-
tection of words which have strong emotional loadings in
continuous speech. Information from behavior and phys-
ical context are certainly relevant to emotional appraisal
and can be obtained in at least some contexts. Active ac-
quisition of information about emotionality is a clear pos-
sibility to be considered—e.g., asking “are you bored
with this task?”

Integrating Evidence
Numerical methods of integrating evidence can generate
good identification rates under some circumstances. In
other circumstances it seems necessary to invoke logical
techniques which examine possible explanations for ob-
served effects, and discount them as evidence for X if ex-
planation Y is known to apply—i.e., inferences are causal,
adductive, and cancellable [154].

Emotion-Oriented World Representations
Cognitive theories highlight the connection between at-
tributing an emotion and assessing how a person per-
ceives the world in emotionally significant terms—as an
assembly of obstacles, threats, boring, attractive, etc. De-
veloping schemes which represent the world in emo-

tion-oriented terms is a significant long term task which
may lend itself to subsymbolic techniques. The task may
be related to the well known that the meanings of every-
day terms have an affective dimension [155].

Material
Some relevant databases already exist, but they have sig-
nificant limitations. Hence developing suitable collec-
tions of emotional material is a priority. Material should
be audiovisual and natural rather than acted. It should
represent a wide range of emotional behavior, not simply
archetypal emotions. It should cover a wide range of
speakers and preferably cultures. Recordings should be
accompanied by reference assessments of their emotional
content. Traditional linguistic labelling is less critical. The
goal is to obtain “live” material by developing scenarios
which tend to elicit emotional behavior and which allow
assessments of speaker emotions to govern actions. We
are currently using the techniques presented in “Training
and Test Material” to further develop this framework.
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