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Abstract - Due to  recent growth of interest in multimedia appli- 
cations, a n  increasing demand has emerged for efficient storage, man- 
agement and browsing in multimedia databases. This fact has made 
the  content-based retrieval (CBR) concept very popular during the  past 
decade. However, it has been practically shown tha t  CBR tools respond 
successfully to  the  inexperienced user queries very rarely. It is for this 
reason tha t  in commercial systems, queries a re  supported by the  use of 
annotations or manual indexing. In this work, content-based query, re- 
trieval and  indexing capabilities have been combined with a n  intelligent 
agent framework over a simple database architecture. T h e  proposed sys- 
tem is based on t he  ideas presented in [l] which are  implemented and 
further extended in this work. 

INTRODUCTION 

Multimedia applications involve storage and retrieval of voluminous data 
such as images and video sequences. From the inexperienced user’s side, 
the large volume of data introduces important functional problems such as 
difficulty in finding desired information and time-costly browsing in databases. 
In view of these problems, the idea of browsing visual information in the same 
way as browsing text using search engines has become very popular. For 
this purpose, a number of prototype systems have already been developed, 
extracting visual features such as color, texture and shape from images or 
videos and using these features for visual information comparison. Some 
prototype systems providing such capabilities, include Virage, QBIC [2] and 
Photohook [3], amoug others, which are now in the stage of experimental 
evaluation. 

Although the idea of automatically characterizing visual information in a 
unified manner and performing content-based queries has become very pop- 
ular, it  seems that the inexperienced user often finds it difficult to use such 
tools successfully. Quite often, users do not agree with the retrieved results 
or disagree with their ranking of relevance. This is due to the following fact; 
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the CBR concept, although powerful, has not been yet supported by tools ex- 
tracting high-level information (semantics). In this sense, a system extracting 
low-level features such as color or texture cannot by itself facilitate browsing 
in a multimedia database. .This problem can be tackled by extracting: high- 
level features, such as objects, and dividing them into known object-classes 
[4]. Such an approach, though, can not be easily adopted, since it works nn- 
der certain constraints and it is not as generic as for example the extraction 
of color histogram. 

In this work, CBR framework is utilized 'as is' for quick browsing in the 
database contents. A simple intelligent agent architecture is employed in order 
to partition database contents into overlapping profiles, to one of which every 
user is appropriately assigned. For this purpose, the main intelligent agent 
framework [5, 61 is then combined with a domain discrimination technique. 
This architecture complements the CBR functionality, implemented on the 
basis of known techniques [Z, 3, 7, 81 by limiting querying in subparts of the 
database. In this way, rarely will the system indicate as 'relevant' images 
belonging to completely different themes in the database. In the following, 
we consider the case of static images. In the implemented prototype. video 
objects have also been included in terms of characteristic frames [4]. At the 
same time, a number of additional features under development are to be 
incorporated including face detection techniques [9]. 

SYSTEM ARCHITECTURE 

A modular representation of the system architecture is depicted in r g  4 I 'ure 
1. On the top of the block diagram, the 'Client'box denotes the web-based en- 
vironment provided for user navigation into the database contents, The Web 
Server box establishes communication with the 'Client' and is responsible for 
the data exchange between the user and the application. When the mer first 
enters the system, the 'Web Server' module collects a form of personal data,  
which are evaluated by the 'Agent' module in order to classify the user to 
one of the existing profiles. In the sequel, an initial query is a.utomatically 
performed by the system retrieving the most popular images in t,he categories 
associated with the particular profile [l]. In general, all image queries are di- 
rected by the Web Server module to the Search Engine module, which in turn 
formulates the query and passes it through to the Database. At this point, the 
user can gradually browse all images in these categories, sorted in descending 
popularity. Alternatively, hefshe may request for a content-based query using 
as an example any of the last retrieved images. In the 'Database' module, 
appropriate 'Feature Vectors' are stored for every image imported, so t,liat 
feature vector comparison be performed in order to respond to user's query. 
The user may browse or even refresh the query in order to find the desired 
image. Finally, the user's preference is made clear when the particu1a.r thumb- 
nail is downloaded or viewed in full size. This information is passed from t,he 
'Web Server' to the 'Agent' module, which in turn inforins the 'Uatalmse' 
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for changes in popularity, updating the particular profile. Apart from the 
appropriate 'Feature Vectors', the Database module includes all stored vi- 
sual matexial, the employed Feature Extraction Algorithms and classification 
information (existing profiles, look-up tables, indexes). 

~ . . . ~~ .. .~ .. .~ . . ~ ~ . ~. .. . - ~ ~ , ~~ ~ 

Figure 1: System schema 

PROFILES ASSIGNMENT AND DATABASE ARCHI- 
TECTURE 

The system consists of three abstract levels (sets): the profiles, the cat- 
egories and the images set. The former consists of a number of distinct 
characteristic users (profiles) P,,, n = 1 . .  . N, where N denotes the nom- 
ber of profiles stored in the system. Each of these profiles corresponds t.o 
a certain subset of the categories set. In turn, the categories set consists 
of a number of distinct, categories C,, m = 1.. . M I  where &/I is the total 
number of predetermined categories. The images set consists of all images 
I k ,  k = 1 . . .I<, where K is the number of images stored in the da,tabase. It 
is presumed that every image belongs to all categories. In this sense, every 
image is saved along with a vector of weights w i  classifying it with higher 
or lower certainty to all categories. For example, if wg(1) > w{(2), then 
image 1s belongs to category C1 with higher certainty than to Cz. This defi- 
nition of weights is also a measure of image 'popularity' in a certain category. 
For example, if wi(2) > wL(2), then image 1s belongs to category C, with 
higher certainty than image 16 does. Consequently, an A4 x IC look-up table 
I with its columns corresponding to the vectors of weights, contains sufficient 
information for images classification to categories. 

Similarly, every profile is saved along with a vector of weights w i ,  clas- 
sifying it to all categories. For vectors w[ similar results to that of w i  can 
be obtained by camparing respective weights. Consequently, a sparse M x N 
look-up table P with it,s columns corresponding to the vectors of weights, is 
formed. At first, the particular user is assigned a certain profile Pa. At the 
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same time, the user is assigned a certain number of categories Ci with re- 
spect to w f .  An initial query is performed automatically retrieving the most 
popular images from categories Ci. A sequence of retrieved database entries 
(images) is available to the user, who is capable of selecting any image in the 
database starting with the most popular images in profile Pa. 

Once the user has located an image that bears some resemblance to the one 
he/she has in mind, he/she is given the opportunity to perform a query-by- 
example using the particular image as in Figure 3. For every image imported 
in the database a feature vector is extracted, containing information concern- 
ing image attributes with respect to defined similarity metrics. After the user 
has decided on the relevant attribute similarity, by imposing certain weights 
for each attribute, a query is performed returning a new set of retrieved data. 
The user is able to refine the query until he comes up with the desired output. 

Along the lines of the described procedure, the user finally comes up with 
the desired image. His/her choice becomes clear to the system by selecting to 
view the thumbnail in full size or selecting to download it. This is va.luable 
information for the user and his/her profile that must not be wasted; in this 
sense, the look-up tables are updated. Supposing that the li-th image is 
selected, the respective weights in wi are updated regarding vector w c ,  or 
even equally increased. 

In an extended scenario, the particular user does not only select a profile, 
but submits a form containing personal evidence. In a field named Interests 
or Profession the user selects the appropriate profile, while at  the same time 
he is able to fill in a number of other attributes such as Age, Sex, Educational 
Level (Figure 2 ) .  These attributes are again quantized. Then, again, a profile 
is assigned to the user and weights are updated as in the previous scenario. 
In addition, classification is performed for the existing images concerning the 
remaining user attributes. 

CONTENT-BASED RETRIEVAL SCHEME 

In visual information retrieval (VIR) applications, visual information is 
defined as the outcome of image processing transformations applied on vi- 
sual objects [7]. For fundamental properties of an image, a variety of visual 
features, which are considered to effectively portray content are support,ed 
by our system [2, 3, 7, 81 (Figure 3) .  The mechanism applied in our system 
exploits the use of a vector, composed by the following features: 
(a) Color: Image’s color histogram is employed. 
(b) Color composition: Involves topological color distribution. It is achieved 
through the combination of quad-trees and histogram computation. 
(c) Shape: Image segmentation along with edge detection techniques enable 
calculation of quantitative amounts, such as area, centrality and elongation. 
(d) Form: Faces the problem of object class discrimination using the Karhunen- 
Loeve transform. 
(e) Texture: Supposing that a texture image is a homogeneous discrete 2D 
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Figure 2: Determining the desired profile 

random field, a decomposition model in three mutually orthogonal compo- 
nents is utilized [2].  
(f) Texture composition: As in the case of color, a quadtree structure provides 
topological knowledge of texture synthesis of the image. 

By using the above features, the user has the opportunity to drive his query 
in the feature space and not directly in the image space. Questions of the 
form: 'if each image is viewed as a point in the n-dimensional space, find the 
m closest images within distance d from the characteristic vector v' can be 
answered [7]. 

CONCLUSIONS 

In this work, the ideas first presented in [l] are implemented and further 
extended in order to achieve efficient image browsing and retrieval in mult,i- 
media databases. The proposed system is based on the concepts of intelligent 
agent management and CBR tools. A simple architecture and a voting system 
training strategy are implemented, along with CBR techniques, minimizing 
search time in voluminous databases. 
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Figure 3: The content-based retrieval tool 
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