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ABSTRACT

In this paper, an efficient non-sequential representation of
the video content is presented based on the temporal
variation of the extracted feature trajectory. The proposed
scheme is very fast and accurate and can be applied to any
generic video stream. Many benefits in the filed of image
communication, storage requirements and efficient
performance of indexing and retrieval algorithms can gain
from such a non-linear representation.

INTRODUCTION

The traditional representation of video as a sequence of
numerous consecutive frames, each of which corresponds
to a constant time interval (40ms for the PAL system),
stems from the analog tape storage process and results in a
linear (sequential) access of video content. While this
approach is adequate for viewing a video in a movie mode,
it has a number of limitations for the new emerging
multimedia applications, such as video browsing, content-
based indexing and retrieval. Furthermore, such video
representation is not adequate for efficient organization of
large video archives since storage requirements of
digitized video information, even in compressed domain,
are very large. To overcome the aforementioned
difficulties a non-sequential (non-linear) video content
representation should be applied using a content-based
sampling algorithm to extract a small but meaningful
information of visual content.

In this paper, a new fast and efficient algorithm for
non-sequential video content representation is proposed
applicable to any generic video sequence. Instead, most of
the previous works use complicated techniques, such as
construction of a compact image map or image mosaics
[1], [2], or extract a simple key-frame at constant time
instances [3]. The former methods, however, are also
restricted to specific applications and cannot provide good
results in case of real-world scenes, where
background/foreground changes or complicated camera
effects may appear. On the other hand, the latter cannot
describe the visual content with high efficiency since it is
possible important shots of small duration to have no
representatives while shots of longer duration to be
represented by multiple frames with similar content.

THE PROPOSED SCHEME
The first stage of the proposed algorithm is to

transform the traditional pixel-based representation of an
image to a feature-based one. This is accomplished by
extracting several descriptors about the visual content. In
our case, two different groups of descriptors are used. The

first refers to the global visual image characteristics, like,
for example, the global color or motion histogram. The
second exploits object-based properties. In our case, video
objects are extracted by applying segmentation algorithm
both in color and motion domain. To reduce the required
computational cost, a multiresolution implementation of
the Recursive Shortest Spanning Tree (RSST) algorithm,
called M-RSST, has been also implemented. By comparing,
the computational cost required for the adopted M-RSST
with the cost of the conventional RSST using a C
implementation on a Sun SparcStation-20 system it can be
seen that the improvement ratio is up to 400 times for
images of 720x576 pixel size. Then, all the aforementioned
features are gathered together, using a fuzzy feature vector
formulation as in [4].
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Fig.1:  (a) A continuous curve r(t)=(x(t),y(t)), and (b)

the magnitude of the second derivative D(t) versus t.

Key-frames are extracted in the following, based on the
temporal variation of feature vectors. In particular, the
feature vectors for all frames within a shot form a
trajectory and thus selection of the most representative
frames within a shot is equivalent to selection of
appropriate curve points, able to characterize the
corresponding trajectory. This can be achieved by
extracting the time instances, i.e., frame numbers, which
reside in extreme locations of this trajectory. The
magnitude of the second derivative of the feature vector
with respect to time is used as a curvature measure in this
case. In particular, the most representative frames are
selected based on the maximum and minimum of this
magnitude. This is due to the fact that local maxima
correspond to time instances of peak variation of object
velocity, while local minima to almost constant velocity.
For example, suppose that we have a 2-dimensional feature
vector whose trajectory is illustrated in Fig. 1 as a
continuous curve r (t)=(x(t),y(t)). Then the local maxima
and minima of the magnitude of the second derivative D(t),
shown as small circles in Fig. 1(a,b), do provide sufficient



information about the curve shape, since it can be
reproduced using some kind of interpolation.

The proposed scheme has been applied to real-life
video sequences. Fig. 2 illustrates an example, coming
from a test drive sequence and consisting of Ns=223
frames. One every 10 frames is depicted, resulting in 23
frame thumbnails. The results on this shot are presented in
Fig. 3. In particular, Fig. 3(a) shows the magnitude of the
second windowed derivative, |D(k)|, versus the frame
number, k. To eliminate possible noise on the curve, the
feature trajectory has been first smoothed, by applying a
low pass filter. The 7 selected frames are depicted in Fig.
3(b). It can be seen that these frames provide sufficient
visualization of the total 223 frames of the shot.

CONCLUSIONS
Key-Frame extraction based on temporal feature vector

variation is an extremely fast and very straightforward
algorithm since, in discrete time, the second derivative is
implemented as a difference equation. In addition, the
number of key frames for a shot is not required to be a
priori known. Instead, it is estimated by the feature vector
trajectory.

Such non-sequential video representation presents
many advantages both in the field of image processing and

communication. A) It reduces storage requirements. For
example, for a 30-min video (consisting of 200 shots),
instead of storing about 45,000 frames, it can be stored
only 1,000 if 5 key-frames are selected per shot and. B) It
permits easy video transmission over IP protocols since the
video thumbnails (key-frames) can be first transmitted in
contrast to the entire sequence. C) It provides efficient
indexing and retrieval on video database, since it reduces
all the redundant information.
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#0 #10 #20 #30 #40 #50 #60 #70

#80 #90 #100 #110 #120 #130 #140 #150

#160 #170 #180 #190 #200 #210 #220
Fig.2: Test drive sequence, frames #0 to #220.
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Fig.3: Temporal variation approach on test drive sequence: (a) magnitude of second windowed derivative, |D(k)|, versus

the frame number, k, and (b) selected frames.


