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An Efficient Fully Unsupervised Video Object
Segmentation Scheme Using an Adaptive
Neural-Network Classifier Architecture

Anastasios Doulamis, Nikolaos Doulamis, Klimis Ntalianis, and Stefanos Kollias

Abstract—in this paper, an unsupervised video object (VO) VOs and specified a general coding methodology and a syntax
segmentation and tracking algorithm is proposed based on an for them, it left the problem of object extraction to content

adaptable neural-network architecture. The proposed scheme vel rs. VO extraction remains a verv interesting and chal-
comprises: 1) a VO tracking module and 2) an initial VO estima- fjeig;r?gp?az.k O extraction remains a very interesting and chaj

tion module. Object tracking is handled as a classification problem
and implemented through an adaptive network classifier, which ~ Color segmentation can be considered as a first step toward
provides better results compared to conventional motion-based VO extraction. Some typical works include the morphological

tracking algorithms. Network adaptation is accomplished through  \yatershed [5], the split and merge technique [6] or the recursive

an efficient and cost effective weight updating algorithm, providing . .
a minimum degradation of the previous network knowledge and shortest spanning tree (RSST) algorithm [7]. However, an

taking into account the current content conditions. A retraining  INtrinsic property of VOs is that they usually consist of regions

set is constructed and used for this purpose based on initial VO Of totally different color characteristics. Consequently the main
estimation results. Two different scenarios are investigated. The problem of any color-oriented segmentation scheme is that it
first concerns extraction of human entities in video conferencing oversegments an object into multiple color regions. A more

applications, while the second exploits depth information to . . . . .
identify generic VOs in stereoscopic video sequences. Human face/me"m'ngfUI content representation is provided by exploiting

body detection based on Gaussian distributions is accomplished Motion information [8]-{10]. However, in this case, object
in the first scenario, while segmentation fusion is obtained using boundaries cannot be identified with high accuracy mainly due

color and depth information in the second scenario. A decision to erroneous estimation of motion vectors. For this reason, hy-
mechanism is also incorporated to detect time instances for weight i approaches have been proposed which efficiently combine

updating. Experimental results and comparisons indicate the . .
good performance of the proposed scheme even in sequences Withcolor/mouon properties [11], [12]. Although these methods

complicated content (object bending, occlusion). provide satisfactory results for VOs of homogeneous motion
Index Terms—Adaptive neural networks, MPEG-4, video object characterls'tlc.s, they fail in detecting objects of no coherent
extraction. motion. This is, for example, the case of a news-speaker who
moves only his/her head or hands, while keeps his/her body
still.
|. INTRODUCTION

More accurate VO extraction is achieved by considering the
EW multimedia applications, such as video editing, coruser as a part of the segmentation process, resulting in semi-
tent-based image retrieval, video summarization, obje@utomatic segmentation schemes. In this framework, the user

based transmission and video surveillance strongly dependinitially provides a coarse approximation of the VO and then
characterization of the visual content. For this reason, tkee system performs object segmentation by refining the ini-
MPEG-4 coding standard has introduced the concepts of vidéd user’s approximation [13], [14]. Semiautomatic segmenta-
objects (VOs), which correspond to meaningful (semantic) cotien schemes can be also considered VO tracking algorithms
tent entities, such as buildings, ships or persons. VOs congist]-[17]. These algorithms dynamically track object contours
of regions of arbitrary shape with different color, texture, andirough time based on an initial approximate of the VO. Most
motion properties. Such object-based representations offedfdracking algorithms update object boundaries by exploiting
new range of capabilities in terms of accessing and manipwotion information. Although such approaches provide good
lating visual information [1]. In particulahigh compression results for slow varying object boundaries, they are not suitable
ratios are achieved by allowing the encoder to place moig complex situations, where high motion or abrupt variations
emphasis on objects of interest [1], [2]. Furthermore, sophis@f object contours are encountered.

catedvideo queriesand content-based retrieval operations On the other hand, neural networks can become major

image/video databases are effectively performed [3], [4]. Aimage/video analysis tools due to their highly nonlinear capa-

though the MPEG-4 standard has introduced the concepthilities. However, before applying a neural network to real-life
applications two main issues should be effectively confronted.
Manuscript received January 3, 2003. This work was supported in part byt-ﬁge first concerns network generalization. Many significant
National Scholarship Foundation. results have been derived toward this direction during the
The authors are with the Electrical and Computer Engineering Departmepfst few years [18]. Examples include algorithms for adaptive
National Technical University of Athens, Zografou 15773, Athens, Greece . . - L.
(e-mail: adoulam@cs.ntua.gr). Creation of the network architecture during training, such as
Digital Object Identifier 10.1109/TNN.2003.810605 pruning or constructive techniques [19], [20], or theoretical
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aspects, such as the VC dimension [21]. Specific results a
mathematical formulations regarding error bounds and ove Docision Mochanism Module
training issues have been obtained when considering cases\
known probability distributions of the data or stationarity o
the operational environment [22], [23]. Despite, however, tt
achievements obtained, in most cases, VOs do not obey sc
specific probability distribution. That is why direct applicatior
of conventional neural networks is not always adequate f
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solving object detection and classification problems. Tt )
second issue originates from the high computational cost us

ally required for network training, which becomes crucial whe Output = 1
dealing with real-time applications, such as video analys

problems.

To overcome the aforementioned difficulties, an adaptab Adaptation Module

neural-network architecture is used in this paper, based on
efficient weight updating algorithm which adapts network pei
formance to current conditions. Network adaptation improve

=§ Retraining Set Extraction }

network generalization, since it exploits information about cu { Retraining Algorithm ‘

rent conditions. In particular, network weights are updated :] A

that: 1) a minimum degradation of the previous network know v

edge is provided, while 2) the current conditions are trusted ’; Neural Network Classifier WS_,

much as possible. Furthermore, the proposed weight updat...,
algorithm is implemented in a cost-effective manner, so that the
adaptgble archltegture can be.applle.d to rea_l—tlme appllcatlf)ﬁ#g.hitgétu

Taking the previously mentioned issues into consideration,
we propose an unsupervised VO segmentation and tracking
scheme that incorporates an adaptable neural-network archiiited in a cost effective and efficient manner. Two different
ture. The scheme is investigated into two interesting differepgenarios are investigated. The first refers to the extraction of
scenarios. The first concerns extraction of human entities fiiman entities in videophone/video conferencing applications,
video conferencing sequences. The second exploits depthile the second to the identification of generic video entities
information, provided by a multiview camera system (e.gby exploiting depth information in video sequences captured
stereoscopic sequences), to perform extraction of generic V@4h two (or) more cameras (e.g., stereoscopic sequences).
A general overview of the proposed system is presented The unsupervised VO extraction scheme includes two main
Fig. 1. As can be seen, the system comprises two differd@gks; the initial VO estimation and the accurate tracking of
modules: 1) the initial VO segmentation module, whiclYOs through time. In this paper, we contribute on each of both
provides a coarse object approximation and 2) the objedgpects as well as on their integration.
tracking module, which is accomplished by the adaptableVO tracking is handled, in our case, as a nonlinear classifi-
neural-network architecture. Weight updating is based oncation problem; each VO as a class defines a class assigning
retraining set that is constructed to describe the content of g@ch examined image region is assigned to one of the avail-
current environment. Finally, a decision mechanism is algdle classes. This consideration provides more accurate results
incorporated to activate network retraining at time instances @mpared to conventional algorithms, in which VOs are tracked
significant visual content variations. by exploiting motion information; this is more evident in se-

In the first scenario, initial VO estimation is achieved by guences with complicated content, where high motion, complex
human face and body detector. A human face is localized bagggkground, special camera effects (zooming, panning) or oc-
on a Gausssian probability density function (pdf) that modetduded regions are encountered. VO tracking is performed based
the color components of the facial area and a shape constraintthe adaptable neural-network architecture. This is an often
about the estimated color-face regions, using a binary templagse in real-life video sequences due to variations of luminosity
matching technique. Human body detection relies on a prolsnditions or of shot content. Instead, conventional neural net-
bilistic model, the parameters of which are estimated accordiwgrks, where network weights are considered constant through
to the center, height, and width of the extracted facial regiofine, are not potentially useful for such dynamic environments.
In the second scenario, depth information is exploited for initi&durthermore, the proposed weight updating algorithm is imple-
VO estimation. Depth information is an important feature for s¢aented in a cost effective way, permitting video tracking in real
mantic segmentation, since usually VOs are located on the sdinge, while simultaneously retains the tracking efficiency, since
depth plane. A two-camera system (stereoscopic) is considetle algorithm guarantees that its performance to the current data
to reliably estimate depth information. is satisfactory.

The main contribution of this paper is focused on the As far as the initial VO estimation is concerned, a novel
following issues. An unsupervised content-based segmentatamhor based modeling of human faces is proposed based on
and tracking scheme of semantically meaningful VOs is pr&ausssian probability distributions, while human body is prob-

Overview of the proposed adaptive neural-network classifier
re.
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abilistically detected with respect to the human face locatioscenes of different VO properties. For this reason, the network
The aforementioned probabilistic scheme is applied to tleeights should be adapted resulting in an adaptable neural-net-
scenario dealing with video conferencing applications, whilgork architecture. In particular, network weights are modified
for the stereo sequences, the initial VO estimation is providéarough a retraining set, denoted$s comprisingm,.. pairs of
through a constrained color/depth segmentation algorithm.thre formS. = {(b1,d;),...(bs,,d.,, )}, whereb; andd;
both cases, only a coarse approximate of the initial VO maskthi = 1,2,...,m,. correspond to thé&h input vector and the
is required, since accurate object segmentation and trackinglésired network output, respectively.
performed through the adaptable neural-network architectureWeight updating is performed to minimize the error over the
Therefore, the system performance is enhanced since it is msaenples of sef;, and setS.
easily and less computationally demanded to provide a coarse
approximation of an object than an accurate one. Furthermore, Eo=Ec.o+nEfq (2)
a decision mechanism is also incorporated, which evaluates
the network performance and estimates the time instancesiih
weight updating avoiding user interaction. me

Theoretical aspects concerning network retraining have been E.. :l Z 2 (bi) — dal|,
investigated in [24]. However, in [24], we do not concentrate on o2
content-based segmentation and tracking in real-life sequences 1
of complicated content. Instead, the theoretical results are eval- Ef.=5 > llza (b5) = d'ill, (2a)
uated for image analysis problems and using images of simple i=1
conteqt (u_nn‘orm packgrpund). Furthermor_e,.m [25], d_epth 'r\]/ilhereEc_a is the error over training sef., £y, the corre-
formation is combined with color characteristics for object se ’ ’

. ) . ) %bonding error over the training s&§; z,(b;) andz,(b’;) are
mentation without examining the cases of VO tracking. Furtheﬁi e outputs of the networkfter retrainirgg )corresp(ond)ing o
more, in this paper, no neural networks have been applied. '

: . ; input torsb; andb’;, tively. Similarlyz,(b;) is th
The paper is organized as follows: Section Il presents thné)tu vectorsb; an respectively. Similarlyz, (b;) is the

L X work outputbeforeretraining. Parametey is a weighting
propo_sed ngu_r.al—networlf retr_ammg stratggy. In Seqtlon i, Sctor, accounting for the significance of the current training set
investigate initial VO estimation, in the first scenario trhoug mpared to the former one
human face and body modeling. In Section IV, construction OP '
the retraining set is examined, in the second scenario, exploitigg
depth information. Specifications of the decision mechanism are
deployed in Section V. Experimental results and comparisonstet us, for simplicity, consider: 1) a two-class classification

with known techniques are presented in Section VI. Finally, Seetoblem, where classes, w; refer to the foreground and back-
tion VII concludes the paper. ground VO of an image and 2) a feedforward neural-network

classifier, which includes a single output neuron, one hidden
layer consisting ofy neurons, and an input layer dgfelements

(J is the size of feature vectds; or b}). Then, the network
A. Formulation of the VO Extraction Problem (VOP) output with input is expressed as [18]

Network Retraining Algorithm

[I. NEURAL—NETWORK RETRAINING STRATEGY

VO extraction is treated next as a classification problem. This -
means that each image pixgl is assigned to one of, say/ Zapy (b)) = f ((W%a b}) “Ufqp) (bi)>
available classes;, i = 1,2,..., M, each of which corre- ’
sponds to a particular VO. To classify a pixel a feature vector ith
b; is estimated on a block of 8 8 pixels centered around the
examined pixeb;. Let us assume that a neural network is used 0 T
to perform the classification task, i.e., the VO extraction. Then, ey (bi) = f <(W{a,b}) : b’) 3)
the neural-network output is written as
where subscript$a, b} refer to the stateafter” or “before”

y(b;) = [Pfulpfug --PiM]T (1) retr.aining. Thew%%b} denotes a vgctor containing tlgex '1

weights between the output and hidden neuronsw‘@gvb} is

wherep(, refers to the degree of coherencebofto classw;. @ x ¢ matrix defined asWy, ,, = [W (1., Wy 0],

Consider now that the neural network has been inivherewg,{a,b ,k=1,2,...,q, corresponds to d x 1 vector
tially trained using a set ofn;, pairs of the formS, = of the weights between thgh hidden neuron and the network

{(b'1,d"1),..., (b m,,d" m, )}, whereb’; andd’;, withi = 1, inputs.f(-) is the sigmoid function, while vectd-) is a vector-

2,...,my, denote theth input training vector and the corre-valued function with elements the functiofi§). In (3), the net-

sponding desired output vector. Vectds§ andd’; have the work outputz, ;1 (b;) is a scalar, since we have considered a

same form as vectoits; andy(-), respectively. two-class classification problem. Values 4f, ;) (b;) close to
However, in a VO extraction problem several changes of tlzero indicate the backgound object, while values close to one

visual operational environment occur and thus, the weights thie foreground object.

the network classifier cannot be considered constant. This is;The goal of the retraining procedure is to estimate the weights

for example, the case of a video sequence consisting of sevarftér retrainingw,, i.e., W? andw, respectively. Assuming



DOULAMIS et al: AN EFFICIENT FULLY UNSUPERVISED VO SEGMENTATION SCHEME 619

that a small perturbation of the weights is sufficient to keepare localized based on a probabilistic model, the parameters of
reliable performance to the new environment, we conclude thahich are estimated according to the detected facial region. In
the following, the techniques for human face and body detection

W = W) + AW'wW! = wi + Aw! (4) are analytically described.

where AW? and Aw! are small weight increments. Further-A. Human Face Detection
more to stress the importance of current data, one can replac

the first term of (2a) by the constraint that the actual netwoﬁ Various methods and algorithms have been proposgd in the
) . Iterature over the years, for human face detection, ranging from
outputs are equal to the desired ones, that is

edge map projections to recent techniques using generalized
) symmetric operators [27], [28]. In the proposed approach, the
two-chrominance components of a color image are used for ef-
where in this casé, is scalar, since we refer to a 2-class classii-Ciently performing human face detection, as the distribution of
fication problem the chrominance values of a human face, occupies a very small
Since (4) is held, the neuron activation functions can be Iif€9i0n of the color space [29]. Thus, blocks whose respective

earized and, thus, (5) is equivalent to a set of linear equation§rominance values are located in this small region, can be con-
sidered as facial blocks. On the contrary, blocks of chrominance

c=A-Aw (6) with values located far from this region correspond to nonface
blocks. The computational complexity of this method is signifi-
where Aw is the vector containing the small perturbation ofantly low, which is very important property, especially in case
all network weights. Vectoe and matrixA are appropriately ©Of videoconference applications.
expressed in terms of the previous network weights [24]. The histogram of chrominance values corresponding to face
The number of linear equations in (6) is in general small&fasst; is initially modeled by a Gausssian probability density
than the number of unknown weightsw, since a small number function (pdf), instead of using a Bayessian approach as in [29].
of retraining datan.. is usually chosen. Therefore, uniqueness {8 a result
imposed by the additional requirement of minimum degradation
of the previous network knowledge, i.e.,

zo(bi)=d; i=1,...,mg, for all data inS.

exp (—4 (k=) B (x—wy))

P(x|Qy) = 27r-|2|1/2

)
Es =|Efa = Erplly @)
) ) o ) ~ wherez = [uv]T is a 2x 1 vector containing the mean chromi-
with £y, defined similarly tofy . whenz, is replaced by, in - nance componenisandw of an examined image region. Since
_the right-hand side of the second term in (2a). It has been sho&y(qy an approximation of the human face is adequate to per-
in [24] that (7) takes the form form the initial VO estimation, image regions corresponding to
1 nonoverlapping blocks of 8 8 pixels are used for face detec-
Es = §(AW)T ‘K" K- Aw (8) tion. Vectorsu; matrix X of (9) express the mean and variance
of the chrominance values over a training set. In our imple-
where the elements of matriK are expressed in terms of thementation, a confidence interval of 80% is selected so that only
previous network weighter;, and the training data iff;,. Thus, blocks inside this region are considered as face blocks, while
the problem results in minimization of (8) subject to the linedslocks belonging to the rest 20% as nonface blocks.
constraints of (6) and a solution is estimated by adopting theHowever, as the aforementioned procedure takes into con-

gradient projection method [26]. sideration only color information, the estimated mask may also
contain nonface blocks, which present similar chrominance

I1l. UNSUPERVISEDRETRAINING SET ESTIMATION IN properties to face regions, e.g., human hands. To confront this
VIDEOCONFERENCESEQUENCES difficulty, the shape information of the human face is also taken

. . N . into consideration. More specifically, the shape of human faces
The aforementioned weight updating is performed each time = ° . o .
. A IS unique and consistent; its boundary can be approximated by

the visual content changes. These variations are detected by the .
_ . . . - an ellipse, by connected arcs or by a rectangle [29]. The method
decision mechanism, which activates a new retraining phas . ; .
. . S 0r[29] is adopted next, where rectangles of certain aspect ratios
Perhaps the most important issue of network retraining is to €f- o )
- ) - are used for the approximation of the human face. In particular,
ficiently estimate the content characteristics of the current envi- o .
o . oo . .~.'In the adopted scheme, the rectangle aspect ratio is defined as
ronment, which is equivalent of estimating a reliable retraining

setS.. The retraining set is constructed through the initial VO Hy;

estimation module. This is investigated in this section, where R= Wf (10)
human entities are extracted from background in video confer-

encing applications (first scenario). whereH ¢ is the height of the head, whil&; corresponds to the

Initial estimation of human entities is provided through: 1) face width. Using several experimenisyas found to lie within
human face and 2) a human body detection module. In partibe interval [1.2 1.7]. Furthermore, blocks of size smaller than
ular, human faces are first detected using a color-based mod@e, 8 pixels are ignored, since we consider that they correspond
followed by a template matching algorithm, while human bodide noise.
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B. Human Body Detection V. UNSUPERVISEDRETRAINING SET EXTRACTION BY

Follow ing human face detection, the human body is localized EXPLOITING DEPTH INFORMATION
by exploiting information derived from the human face detec- In this section, we deal with the second scenario, in which
tion module. In particular, initially the center, width and heighO segmentation is performed by exploiting depth information.
of the face region, denoted By = [c.c,]?, ws andhy, re- Depthis animportant element toward content description since,
spectively, are calculated. The human body is then localized &WO is usually located on the same depth plane [25]. Depth is
incorporating a probabilistic model, the parameters of which afieliably estimated by using stereoscopic (or multiview) imaging
estimated according to the, w; andh; parameters. techniques and this case is examined in the following.

Again, the following analysis is concentrated on a block However, VO boundaries cannot be identified with high ac-
resolution since we are interested only in an approximatiétiracy by a depth segmentation algorithm, mainly due to erro-
of the human body. In particular, let us denote #fy3;) = N€OUS estimat.io'n of the disparity fie'ld qnd occlgsion is;ues. To
[re(B:)r,(B;)]¥ denoting the distance between tiie block, co_nfront_thls d|ff|_culty, color m_formatlon is exploited, which re-
B;, from the origins, withr, (B;) andr, (B;) are the respective Fams relle_lble objgct boundarlgs, but usually oversegments VOs
2 andy coordinates. The product of two independent one-df?t© Multiple regions. In particular, color segments are fused
mensional Gaussian pdfs is used next for body modelin\ﬁ'.th depth segments to provide the initial estimate of the VO.
Particularly, for each blockB; of an image, a probability _ _

P(x(B;)|) is assigned, expressing the degree of bldgk A Color and Depth Information Fusion

belonging to the human body claQs. Let us assume thak® color segments and&¢ depth seg-
ments have been extracted by applying a segmentation algo-
P (r(B;) %) rithm to the color-depth information of an image respectively.

Color (depth) segments are denotedFsgF), i = 1,2, ...,
1 N 2 _ 1 N 2 2 i ’ < ’
oxp (_W (o (Bi) = ta) ) exXp ( 55, (v (Bi) = 11y) ) K°(K%). Let us also denote b andG the output masks of
(2m)og0y color and depth segmentation, which are defined as the sets of
(11) all color and depth segments, respectively

wherey, ., 0., ando, express the parameters of the human G°={Ff,i=1,2,...,K°}
body location model; these parameters are calculated based on Gl — {Fid>i =1,2,... ,K"} ) (14)
information derived from the face detection task, taking into
account the relationship between human face and body Color segments are projected onto depth segments so that
VOs provided by the depth segmentation are retained and, at
Mo =Cgy fby = Cy + Dy (12) the same time, object boundaries given by the color segmenta-
B _ hy tion are accurately extracted. For this reason, each color seg-
Te =Wf0y = 75 (13) mentFf is associated with a depth segment, so that the area of

_ _ _ _intersection between the two segments is maximized. This is ac-
A confidence interval of 80% is selected from the Gausssig@mplished by means ofojection function

model so that blocks belonging to this interval are considered as

human body blocks. D (Ec7Gd) = arg max {a(gN Fo)} i=1,2,.. . K°
geG®

(15)
whereq(-) returns the area, i.e., the number of pixels, of a seg-
The human face and body detection modules provide an ijrent. Based on the previous equatidfi! sets of color seg-

tial estimate of the foreground object. This information is thements, say’;,i = 1,2,..., K¢, are created, each of which con-
used to construct the retraining s&t which describes the con- tains all color segments that are projected onto the same depth
tent of the current environment. In particular, all blocks that hawegmentr?

been classified either to a face or a body region are included

in set S, as foreground data. The remaining blocks, however,C; = {g € G* : p (9,G") = F{'}, i=1,2,..., K%

cannot be included in the retraining sttas background data, (16)
since the initial VO estimation module is only an approxima- Then, the final segmentation magg, consists ofkK = K¢

tion of the human entity and thus, selecting data blocks adjaceegmentd’;,: = 1,2,..., K, each of which is generated as the

to the foreground object as background may confuse the nettion of all elements of the corresponding gt

work during retraining. For this reason, a region of uncertainty

C. Retraining Set Construction

is created around the selected foreground samples (human face F, = U q, 1=1,2,....K a7)
and body) and the blocks of it are excluded from the retraining g€C;
setS.. The uncertainty region is formed by creating a zone of G ={F;, i=1,2,...,K}. 18)

blocks around the detected human face and body region, regu-
lating, for example, the confidence interval of the probabilistic In other words, color segments are merged togetherfinte
model. K< new segments according to depth similarity.
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Initial Training Retraining Signal Retraining Signal Retraining Signal Retraining Signal
(Start Frame) \ \ \ ’ / End Frame
x(0,0) x(0,1) x(0,2) x(0,3) x(0,4)
Y & \ / y
A v
x(1,0) x(2,0) X(L1) x(2.,1) x(1,2) x(2,2) x(1,3) x(2,3) T x(1,4) x2,4)

\
Frame Number 1 2 3 27 28 29 138 139 140 211 212 213 251 252 253 300

(A | I | I it

Shot #1 Shot #2 Shot #3 Shot #4
Video sequence consisting of 300 frames

Fig. 2. Four retraining time instances of a sequence of four shots and 300 frames. Two retraining signals are generated for shot #3.

V. SPECIFICATIONS OF THEDECISION MECHANISM A. Scene Change Detection Module

The decision mechanism plays a very important role in the The shot cut detection module comprises one of the two parts
proposed scheme, since each time it generates an alarm sig#faliie decision mechanism. Scene change detection is a very
the retraining module is activated. Several alarms may signiifteresting problem in the field of video analysis and several at-
icantly increase the computational complexity of the proposé@Mpts have been reported in the literature, which deal with the
scheme, mainly due to the initial video estimation module (ré€tection of cut, fading or dissolve changes either in the com-

training set construction) and the weight updating algorithm. dt{essed or uncompressed domain [30], [31]. In our approach, the
the other hand, a small number of alarms may induce seridl/g°rithm proposed in [30] has been adopted for detecting shots
deterioration of the tracking performance. Thus, when impl@4€ tO its efficiency and low computational complexity. This is

menting the decision mechanism, the tradeoff between reliagfée to the fact that it is based on the dc coefficients of the direct
network performance and minimal cost of the procedure shodifs'"® trans_form (DCT) tran_sform of each _frame. These coeffi-
be effectively considered clents are directly available in the case of intracoded frames (

j . . frames) of MPEG compressed video sequences, while for the

In the proposed approach, the decision mechanism consusis

. . . B i
of a shot cut detection module and an operational enV|ronm('err]1 grcoded onesi{ andf; frames), they can be estimated by the

. .. ion compen rror with minimal ing effort.
change module. The first is based on the principle that all dmOto compensated error wit al decoding effort
ferent poses that a VO takes within a shot are usually stron@y Operational Environment Change Module

correlated to each other, while the second is incorporated as ] )
a safety valve to confront gradually but significantly content The operational environment change module (OECM) com-

changes within a shot. The first module permits parallelizatic%Ises the second part of the decision mechanism, responsible

of the process, since different shots can be processed indeﬁgh-detec“ng changes W'th'.n shots. Toward. this direction arld
dently. since the correct segmentation mask, or equivalently, the desired

. . - gutputs are not known in the unsupervised segmentation, it is
An example of alarm signals provided by the decision mecha- . ; : .
nism is depicted in Fig. 2. More specificallv. let us index ima enecessary to provide an estimate of the segmentation error. This

ISm | P! INFg. 2. - Specilically, I€LUS INAEXIMAJER , -hieved by the OECM through comparison of the initial VO-
or video frames in time, denoting by(k, N) the kth frame of

L ) . masks, as provided by the retraining set extraction module and
the Nth network retraining. Index is reset each time a new

s the following masks, provided by the neural-network classifier.
retraining phase takes place. Therefor@), V) corresponds to In particular, let us assume that, after retraining, the neural

the image on which the/th retraining was accomplished. Fig. Zyetyork is applied to the following frames of the sequence. In
indicates a scenario with four retraining phases of a video $fis case, it is expected that the classifier will provide a segmen-
quence composed of 300 frames; at frame 27 where shot 2 B&ion mask of good quality for each VO, as long as no rapid
gins, at frame 138 where the start of shot 3 is detected, at fraginges in the operational environment occur. Consequently, for
211 inside shot 3, and at frame 251 where shot 4 begins. Téich VO, the difference between its initial segmentation mask,
corresponding values of indexesand N are also depicted. As provided at the retraining time instance and each mask of the
is observed, for the third shot two alarm signals are activategilowing frames should change small.
possibly denoting a shot with substantial changes. Let us denote by;(k, N) a mask that refers to thith VO

In Sections VA and VB, the scene change detection modwéthe framex(k, N). Let us also denote by (V) the approx-
and the operational environment change module are describedation of theith object, as provided by th¥ retraining set at
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Fig. 3. Initial VO estimation for the Akiyo sequence. (a) Original frame. (b) Output of the face detection module. (c) Retraining set constrbetftéground
and the background object along with the region of uncertainty.

the Nth retraining. For each VO;(k, N), several descriptors MPEG-4 and have been selected to indicate the ability of the al-
are extracted to describe the object properties, such as the cglmithm to extract humans even in a complex background. The
and texture histogram. The same descriptors are also extrattedi presents a person who is bending and has been selected
for the initial estimate of théth Vo V; (V). Then, the difference for investigating a complicated object motion situation. For the
second scenario, the “Eye to Eye” stereoscopic sequence has
(19) been used. This sequence was produced in the framework of the
ACTS MIRAGE projectin collaboration with AEA Technology
expresses the approximation error of the retraining set constrggy 1 TC and is of total duration of 25 minutes.
tion method for theith VO at the frame, where retraining has |, the performed experiments, each image pixelis classified to
been activated. In (19-) is the feature vector of the respec vo according to a feature vector extracted from a block of size
tive VO, while | - ||, indicates thel., norm. o 8 x 8 pixels, centered around the respective pixel to be classified.
Let us now denote by(V;,k, N) the approximation error g,,ch 3 selection reduces possible noise in classification. As are-
obtained at thé:ith video frame of the sequence after tNéh ;1 \/o segmentation is performed by considering overlapping
retraining. This error is provided by the following equation: s of 8x 8 pixels. More specifically, the dc coefficient fol-
lowed by the firsteight zig-zag scanned ac coefficients ofthe DCT
for each color component (i.€,x 3 = 27 elements) are used
It is anticipated that the level of improvement provided pip form the feature vector of the respective blroc_k. The neural-net-
e(Vi, k, N) will be close to that of(V;,0, N) as long as the ork architecture is selected t_o cgns@o:‘:. 15 hldc_jen neurons
and three outputs, each of which is associated with a specific VO,

classification results are good. This will occur when input imP for simplicity. in the followi : h
ages are similar, or belong to the same scene with the ones u%@&e orsimplicity, in the following experiments we assume that

during the retraining phase. An errefiV;, k, N'), which is quite the maximumnumber of VOsisthree, i.e., twoforeground objects

different frome(V;, 0, N'), is generally due to a change of thet ma_lximum_ and j[hg background. The case of more VOs can be
environment. Thus, the quantity considered in a similar manner. Therefore, the network has 450

network weights. Initially, a set of approximately 1000 image
o (Vi k N) = le (Vi,k,N) —e(Vi,0,N)| (21) blocks is used to train the neural network. In the following, the
R e(Vi,0,N) two examined scenarios are separately discussed.

e(V;,0,N) = H9 (Vi(O,N)) — ¢ (‘Z(N))QH2

e (Viok, N) = |0 (Vi(k, N)) = 0 (Vi(V) ) (20)

Al

can be used for detecting the change of the environment'@r

equivalently the time instances where retraining should occur. ) ) )
Thus Inthe first scenario, the three video sequences are put one after

the other to construct a video conferencing stream of different
if a(k, N) < T no retraining is needed (22) shot content. Thresholfl used in the decision mechanism [see

i ) ) (22)] was selected to be 30% so that alarm signals are gener-
whereT'is a threshold which expresses the maximum tolerancge only when substantial variations occur. Since in videocon-

beyond which retraining is required for improving network pefgrencing, the operational environments usually do not present
formance. In case of retraining, indéxis reset to zero while o, changes, the retraining module was activated only at shot
mdexN Is incremented by one. Usmg th'_s criterion, an alarrVariations. Therefore, three retraining phases are detected.
signal is generated to preserve deterioration of the neural cIasAt each retraining phase, an approximate estimation of the
sifier's performance in several interesting cases. Such Casesniﬂfnan entity is provided by'applying the human face and body
clude disappearance of one or more of the VOs from a ShOt’cfgtection scheme, as described in Section Ill. Figs. 3 and 4 illus-
appearance of new VOs. trate the initial VO estimation for the first two retraining phases,
accomplished at the first frame of Akiyo and Silent sequence.
These frames are presented in Figs. 3 and 4(a), while Figs. 3

In this section, we evaluate the performance of the proposad 4(b) indicate the performance of the human face detection
unsupervised VO segmentation and tracking scheme in batlodule for the respective images. For clarity of presentation,
of the examined scenarios. In particular, for the first scenariwhen a block is classified to foreground, it is included as it is
three different video conferencing sequences were investigatiedthe figures, while blocks classified to the background, are de-
The first two are the Akiyo and Silent sequences adopted in thieted with gray color.

Case of Videophone/Videoconference Applications

VI. EXPERIMENTAL RESULTS
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(®)

Fig. 4. Initial VO estimation for the Silent sequence. (a) Original frame. (b) Output of the face detection module. (c) Retraining set consthetedsground
and the background object along with the region of uncertainty.

(@

Fig. 5. Tracking performance. (a) Original frames 20 and 102 of the Akiyo. (b) Original frames 50 and 120 of the Silent. (c) Tracking performance Akiyo.
(d) Tracking performance of Silent.

As can be observed, in Silent, additional blocks are also setraining blocks was reduced to ten in case of Akiyo and nine
lected as candidate face blocks, due to the fact that their chromicase of Silent, after the application of the PCA analysis.
nance characteristics are close to those of face region. To elimFig. 5depictsthetracking performance ofthe proposed scheme
inate false blocks, a template-matching algorithm is applied, ts two frames of the Akiyo (frames 20 and 102) and the Silent
described in Section 1lI-A, which exploits shape properties ¢frames 50 and 120) sequence. Asis observed, the foreground ob-
human faces. For template matching, a rectangle is used of ¢e¢t is extracted with high accuracy in all cases, despite the com-
tain aspect ratio, which models the human face area. In our iplexity of the background and the object motion. It can also be
plementation, the aspect ratio lies in the interval [1.2 1.7]. Ttabserved that the proposed method provides very satisfactory
extracted human face, after the template matching proceduresggmentation results for all different poses of the human objects
depicted in Figs. 3 and 4(b) as a white rectangle. As is observéd,shown in Fig. 5(d) in which the Silent opens her arm.
nonface regions are discarded (false alarms), as they do not sakig. 6 illustrates the performance of the proposed scheme to
isfy the shape constraints, described in Section IlI-A. four characteristic frames of the third video conferencing se-

In the following, an approximation of the human body locaduence. In this sequence, a complicated situation is presented
tion is performed to construct the retraining set used to updd¢8ere a person is bending. As can be seen, the adaptable neural-
the weights of the adaptable neural-network architecture. TAgtwork architecture accurately extracts the human object even
human body estimation is depicted in Figs. 3 and 4(c) for tf@ this complex case. This is due to the fact that the initial
same frames of the examined sequences. In these figures li@ling set provides satisfactory information for identifying the
have also presented the retraining sets. In particular, blocks$fman object, which is independent from the human location
gray color indicate regions of uncertainty, meaning that the@8d orientation. Instead, deterioration of the network perfor-
blocks are not included in the retraining set. As can be observ8iince would be accomplished in case of a significant change
the region of uncertainty contains several blocks, located at figih® shot content (e.g., change of the background characteris-
boundaries of the face and body areas and, thus, protectst{ﬂ_%)' In such scenarios, however, a new retra}lnlng is activated
network from ambiguous regions. Instead, the remaining bloci&iMProve network performance and thus again, an accurate ex-
are included in the retraining set as foreground/background dafaction of the human object is provided.

For each selected block, a feature vector is constructed based on o )
the DCT coefficients of the block, as mentioned above, whidk Exploitation of Depth Information
are then used to retrain the neural network. In the second scenario, the threshdldf the decision mech-

Since, however, there is a large number of blocks with simanism [see (22)], was selected to be 40%. As can be seen, the
ilar content, a principal component analysis (PCA) is applied threshold is slightly greater than that of the first scenario, since
reduce their number. More specifically the number of selectegk refer to generic sequences with more complicated content.
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Fig. 6. Tracking performance on the “bending” sequence. (a) Four original characteristic frames. (b) Tracking performance.

(a)

@ (®)

Fig. 8. Depth segmentation results for the image of Figure Fig. 7(a). (a) Occlusion compensated depth map. (b) Respective depth segments mesk at the lo
resolution level of the M-RSST segmentation algorithm.

Let us assume that the decision mechanism activates a new réchen, segmentation fusion is incorporated to construct the
training process at the stereo frame, depicted in Fig. 7(a). Theegtraining set. More specifically, color segments are projected
this stereo frame is analyzed and a color and depth segmento the depth segments and then fused according to depth sim-
tation mask is constructed using the multiresolution recursivarity. This is described in Fig. 9(a) for the image of Fig. 7(a).
shortest spanning tree (M-RSST) segmentation algorithm de-articular, depth segmentation, shown with two different gray
scribed in [25] due to its efficiency and low computational comevels as in Fig. 8(b), is overlaid in Fig. 9(a) with the white con-
plexity. The color segmentation is depicted in Fig. 7(b) wheteurs of the color segments, as obtained from Fig. 7(b). After
color segments accurately describe the boundaries of all diie fusion, accurate extraction of the foreground object is ac-
ferent color regions. Considering now depth segmentation, @amplished as illustrated in Fig. 9(b) and (c).
occlusion compensated depth map is first estimated as in [25]Based on color-depth segmentation fusion results, the re-
depicted in Fig. 8(a), while the respective segmentation mas&ining setS. is constructed. Since there is a large number of
is shown in Fig. 8(b). It should be mentioned that depth segimilar retraining data, a PCA is used to reduce their number,
mentation is performed only at the lowest resolution level of ttees happens in the first scenario. More specifically, the number
M-RSST, since the depth map does not provide accurate \WDselected retraining blocks was reduced to ten. Afterwards,
boundaries, even if higher resolution levels are processed. Thisight adaptation of the neural classifier is accomplished,
consideration justifies the block resolution of Fig. 8(b). based on the algorithm described in Section Il. Then, the
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Fig. 9. Segmentation fusion results for the image of Fig. 7(a). (a) Depth segmentation overlaid with color segment contours (in white). (b)daloggroun
(c) Background object.

Frame #8053 Frame #8078 Frame #8103
(@)

Frame #8128 Frame #8153 Frame #8178
©

(d)

Fig.10. Segmentation performance of the proposed adaptive neural-network architecture for several frames of the shot of Fig. 7 (first resgliniay ft) The
original frames. (b), (d) The respective segmentation mask of the foreground object.

retrained network performs VO segmentation (the objenientioned that the VO (the speaker) is extracted in pixel reso-
tracking), until a new retraining process is activated. lution, since overlapping blocks are used.

In order to evaluate the segmentation efficiency of the net-The fifth retraining phase is activated for the stereo frame
work, we present in Fig. 10(b) and (d) the segmentation rdepicted in Fig. 11(a). The initial VO estimation is again per-
sults of six different frames belonging to the same retrainirffigrmed by the color-depth segmentation fusion and presented
interval with the frame of Fig. 7(a). We also depict the origin Fig. 11. Particularly, Fig. 11(b) depicts the color segmen-
inal left-channel stereo frames in Fig. 10(a) and (c). It should lb&tion, while Fig. 11(c) and (d) illustrates the depth map and
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Fig. 11. Color-depth segmentation results for another frame of the “Eye to Eye” sequence. (a) Original left image channel. (b) Final color cegnaeshtati
(c) Depth map. (d) Respective depth segmentation.

(@ (®)

©

Fig. 12. Segmentation fusion results for the image of Fig. 11(a). (a) First foreground object (the “man”). (b) Second foreground object (the.“woman”)
(c) Background object.

the respective depth segmentation. Fig. 12 presents the initjghlity measures provide a general framework for comparing
extracted VOs, based on the color-depth segmentation fusitifierent VO segmentation and tracking algorithms and ranks
scheme, which are used, after applying a PCA analysis, to teem according to their efficiency.
train the network. As can be seen, three VOs are extracted whicfThe objective evaluation assumes tagpriori known (i.e.,
correspond to the two persons (actors) and the background.reference) segmentation mask exists and then, estimates the seg-
Fig. 13 presents the tracking results for four different chamentation quality by comparing the shape of the reference mask
acteristic frames of the fifth retraining phase. In this figure, th&ith the shape of the one obtained by the algorithm to evaluate.
respective original left stereo channels are also depicted to phoparticular, the segmentation accuracy is measured through a
vide an indication of the complexity of the visual content. Asnask error value. Two types of errors can be distinguished. The
is observed, VO segmentation is remarkably performed by tfiest corresponds to missing foreground points (the MF error),
retrained neural network. In particular, in this scene, the two awhile the second to added background points (the AB error)
tors are moving toward each other in a theatrical action. Tf@3]. As is observed, the MF error includes the points which
adaptable neural network accurately tracks the two actors, eathough actually belong to the foreground object, they have
in cases that one is occluded from the other [see Fig. 13]. Thisen classified to the background. Therefore, the error MF is the
is due to the fact that the initial retraining set provides sufficiemumber of pixels of seR° N S¢, whereR refers to the original
information of the shot content. Therefore, as the backgroutr@ference) mask antito the segmented mask. Th¢ifidicates
and the actors’ characteristics remain the same, the adaptab&ecomplement of sef. Similarly, the AB error is defined as
neural-network architecture can efficiently extract the object$e points which have been classified to the foreground object,
Instead, using a motion-based tracking scheme as is descritile actually belong to the background. Thus, the AB error is
in the following, it is difficult to track the contours of the twoexpressed by the cardinality of st N S. Taking into consid-
objects in such complicated situations, since many errors appegtion both the MF and the AB errors, the total segmentation
mainly due to the occluded regions. In the proposed schereeior is given as
VO tracking is performed based on content characterization pro-
vided by the initial retraining set. Consequently, tracking is ro- g cardiin S°) +cardR° N 5)
bust to complicated object motion or occlusion in contrast to card i)
conventional tracking algorithms.

(23)

wherecard(-) refers to the cardinality (i.e., number of pixels) of
a set. In order to homogenize the presentation with the SNR-like
quality measures the errét is provided in a logarithmic scale

In the previous sections, the performance of the proposas
scheme is evaluated on a subjective basis by depicting charac- 1
teristic frames of complicated content. Instead, in this section, @ = 10log (—) . (24)

- Lo . . 1+F

an objective criterion is introduced for measuring the quality of
a segmentation/tracking algorithm. Objective evaluation criterial) Simulation and Comparisondn this section, the seg-
can be found in the MPEG-4 standard, within the core-expementation error) of (24) is used to objectively evaluate the
ment on automatic segmentation of moving objects [32]. Suglerformance of the proposed scheme in both the investigated

C. Objective Evaluation
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Frame # 9586
(a) (b) (©)

Fig. 13. Tracking performance at fifth retraining instance (Fig. 11). (a) Original frames. (b) Tracking of the first foreground object (“mardgkicyTof the
second foreground object (“woman”).
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Fig. 14. Segmentation err@}, expressed in decibels, with respect to frame numbers. (a) Silent sequence (first scenario). (b) Fig. 11 (second scenario).

scenarios and to compare the adaptable neural-network ard%® frames of the Silent sequence (first scenario). In this ex-
tecture with other tracking/segmentation techniques. Fig. 14@riment, the initial VO has been unsupervisedly estimated by
presents the segmentation error, expressed in dB for the fagplying the algorithm described in Section Il on the first frame



628 IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 14, NO. 3, MAY 2003

0.1 0
———  The Proposed Scheme ——— The Proposed Scheme
—=—=— Active Contours .
(113 X 1 ——— Active Contours
......... Motion-based 0.2+ reeeeere Motion-based
g-0.1 )
8 5
502 &
8 £
s =
£ g
: :
304 3
-0.5
0 50 100 150 0 50 100 150 200
Number of Frames Number of Frames
(a) (b)

Fig. 15. Comparisons of the proposed scheme with an active contour and a motion-based method. (a) Silent sequence (first scenario). (b) Bigcéthdsegon

of the Silent. This initial VO estimate is used to construct thie proposed one, since in our case VOs are tracked during the
retraining setS., which describes the current shot content anteural-network testing phase.
then the adaptable neural network performs object segmenta-
tion/tracking. As is observed, the tracking performance is very
accurate despite, the fact that the sequence is characterized by
complicated motion and a large number of frames are usedNew multimedia applications addressing content-based
In particular, the worst performance is smaller thab.22 dB, image retrieval, video summarization and content-based trans-
or about 5% error in the segmented mask. Furthermore, thgssion, require an efficient representation of the image visual
highest segmentation error is noticed around 15-40 and aroumfdrmation. For this reason, Vo extraction has created a new
120 frames since in this case, the Silent moves her hand gpallenging research direction and received great attention in
Fig. 14(b) presents the algorithm performance for the first 21Be late years, both by the academic society and the industry.
frames of the shot of fifth retraining (see Fig. 11) of the secorgkveral obstacles should be confronted till a generally applied
scenario. In this case, the evaluation has been performed deheme is produced, as VO segmentation in real-life video
“Woman” object. As is observed, the proposed scheme aceiéquences is a difficult task, due to the fact that object charac-
rately tracks the “woman,” though in some frames she is Ofgristics frequently change through time.
cluded by the “man” (frames of worst performance). In this paper, an unsupervised Vo segmentation/tracking al-
Fig. 15 compares the proposed scheme with two othgrithm is proposed using an adaptable neural-network archi-
methods. The first uses active contours attracted by a gradigityre. The adaptive behavior of the network is very important
vector filed (GVF) [17], while the second deforms object, g,ch dynamically changing environments, where object prop-
boundaries by exploiting motion information like the ones a5 frequently vary through time. For the weight updating, a

presenteq in [3‘,"]' In partigular, F'ig. 1§(a) shows the re,‘c’mlttt'f*training set is constructed, which describes the content of the
for the Silent (first scenario), while Fig. 15(b) for the first

213 f ¢ i hot of Fid. 11 d .__current environment. Then, network adaptation is performed so
rames of respective shot of Fig. (secon scenarlo).th%él) the network response, after the weight updating, satisfies
both cases, the proposed scheme outperforms the compaye

! : . § current environment and 2) the obtained network knowledge
ones in segmentation and tracking accuracy. The compare

. . L . IS minimally deteriorated.
techniques require an accurate initial VO segmentation, whic . . . .
he proposed unsupervised video segmentation/tracking

cannot be given by the methods described in Section IlI andh o . di i0s. The first deals with
Section IV, which provide only an approximate (coarse) initigic'eéme IS Investigated in two scenarios. The first deals wit

estimation of VOs. For this reason, in our implementation, ifie extraction of human entities in videoconference sequences,
initial segmentation is manually extracted resulting in a senfNile the second exploits depth information to segment
automatic scheme. This is also a drawback of these technig@ggeric semantically VOs. In the first scenario, a face and
compared to the proposed one where no user’s interacti¥pdy detection module is incorporated, based on Gaussian
is required. Furthermore, they are sensitive to high motighstribution models and a binary template matching technique,
changes and content variations. Instead, the proposed schifige in the second case a color/depth segmentation fusion
captures the content characteristics (through the retraining ségorithm is presented for the initial Vo estimation. A decision
and, thus, it is robust to motion fluctuations. In addition, th&echanism is also incorporated in the proposed scheme to
compared methods present an unstable behavior as the nunaivépmatically detect the time instances that a new weight
of tracked frames increases and, therefore, new initializatiomgdating is required.

are required. It should be also mentioned that the computationaExperimental results on real life video sequences are pre-
complexity of both compared techniques is much higher thaented and indicate the reliable and promising performance of

VIl. CONCLUSION
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