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The rapid growth of e-commerce during the last years has obliged a significant number of companies
and professionals from diverse fields to turn to the Internet as a medium through which they aim to
promote their products and services. A main issue for product and service providers is that, as this
new market is characterized by the lack of personal contact, it is difficult to offer personalized ser-
vices to end users; it is this type of service that end users look for and remain faithful to. Recommender
systems belong to a new breed of software that aims to fill this gap; they rely on the analysis of past
user actions to estimate the optimal way with which to interact with each user. In this article we
explain why existing recommender systems are not adequate to provide for efficient personalization
of interaction in the area of travel services, as they cannot support the user in all the phases of travel
planning, and propose a new scheme to overcome the identified difficulties. Our approach considers
the relation between different types of services in the usage history of the system. It is based on a
hierarchical clustering of usage history to extract meaningful usage patterns, as well as an adaptive
neural network structure that allows for online adaptation to the user, and enables the offering of
intelligent recommendations.
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ity of tourism/travel suppliers (particularly airlines,
shipping lines, car rentals, and hotel chains) provide
Web pages that incorporate useful supplier-based in-
formation. Many of these sites allow potential cus-
tomers to directly access the supplier’s reservation

Introduction

As is the case with other aspects of economic and
social life, tourism-related services are nowadays
being made available through the Web. The major-
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system [e.g., British Airways (http://
www.britishairways.com), Avis (http://
www.avis.com), Marriott Hotels (see http://
www.marriott.com), etc.].

A significant number of travel agencies have also
obtained Web presence (e.g., see http://
www.thomascook.com, http://www.lunnpoly.com,
etc.), while a number of Web-based virtual travel
agencies have also emerged (e.g., Expedia.com,
ebookers.com, Travelocity.com, etc.); many travel
agencies’ sites drive to external reservation systems
operating as intermediates to them (e.g., see http://
www.opodo.com, http://www.orbitz.com, etc.).
Well-known Internet portals (e.g., Yahoo, Altavista,
Excite, etc.) provide travel/tourism content mainly
through links in external sources (e.g., Web-based
agencies and suppliers, etc.). Finally, several tour-
ism/travel destinations have developed customized
Web sites providing useful information (e.g., res-
taurants, museums, sights, etc.) for potential visi-
tors (e.g., http://www.tiscover.com, http://
www.holland.com, etc.).

As can be seen, the basic tourism/travel players
have entered dynamically into the Web market, gain-
ing a significant portion of its penetration to the end
user (O’Connor & Frew, 2000). However, their share
compared with traditional tourism/travel market still
remains very low, less than 2% (Maglogiannis,
Kormentzas, & Panagiotarakis, 2003). In order to
focus on a greater market portion, online tourism/
travel information systems need to incorporate some
of the characteristics that lead customers to prefer
taking their business to traditional travel agencies;
personalization of services and expert recommen-
dations are probably the most important character-
istics that Web-based tourism/travel systems are cur-
rently missing. This would turn online systems into
a direct extension of personalized services offered
by small travel agencies, where the client’s prefer-
ences are learned through personal interaction
(Delgado & Davidson, 2002) and the travel agent
applies his/her knowledge and experience to pro-
pose possible options and to offer advice to the cus-
tomer.

To offer such services in an automated manner,
user modeling technology needs to be applied; it has
already been successfully used in a variety of do-
mains related to information access: information
retrieval (Brajnik & Tasso, 1994; Kay, 1995), filter-

ing (Balabanovic & Shoham, 1997) and extraction
(Benaki, Karkaletsis, & Spyropoulos, 1997), adap-
tive user interfaces (Chin, 1989; Langley, 1999), and
adaptive Web sites (Ardissono & Goy, 2000). Lately,
it has started to be integrated with e-commerce sys-
tems to provide the advantage of returning clientele
(Shafer, Konstan, & Riedl, 2001).

In fields such as information or multimedia re-
trieval, where plenty of user interaction is available
to the system, and user preferences may be modeled
through their thematic categorization, it is relatively
easy to generate user profiles by monitoring user ac-
tions and then use them to customize offered services
(Chen & Kuo, 2000). Cases exist, though, where the
accumulation of information about a specific user may
not be possible. For example, user interaction may be
sparse and limited, the user might not always identify
him/herself to the system, or user monitoring might
be considered as an invasion to the user’s privacy. In
such cases, user personalization is not a trivial task.
Moreover, cases exist in which the modeling itself of
user preferences is difficult.

Tourism-related information systems fall within
these last categories. Users typically access them
sparsely, often without any form of authentication/
identification, and little feedback is offered to the
system concerning the user’s satisfaction from its
performance. Thus, specialized personalization ap-
proaches need to be applied in such systems
(Paliouras, Papatheodorou, Karkaletsis, &
Spyropoulos, 2002). Moreover, even when adequate
feedback has been provided by the user, the way to
analyze it and transform it to user preferences is not
obvious. These are the reasons that existing travel
information systems have not yet integrated any rec-
ommendation services and act simply as informa-
tion and service brokers (Baundisch & Terveen,
1999; Franke, 2003; Kautz, 1998; Resnick & Varian,
1997; Soboroff, Nicholas, & Pazzani, 1999), with
very few exceptions (Ricci, Arslan, Mirzadeh, &
Venturini, 2002).

In this work we apply a collaborative approach to
user modeling to overcome the problem of sparse
and limited user interaction. Starting from the
system’s usage history (i.e., the logs of all transac-
tions made), we base the analysis on travel plans,
rather than single travel services; this allows for a
more intuitive modeling of users and user prefer-
ences. Applying a properly modified hierarchical
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clustering algorithm we identify typical patterns that
appear often in travel plans and use them to drive a
neural network. This network is able to provide ef-
ficient, quick recommendations. The issue of online
adaptation to each user is also considered.

The structure of the article is as follows. In the
second section we present the analysis of the usage
history of the system using the modified
agglomerative clustering algorithm for the extrac-
tion of typical travel plans. This information is uti-
lized for the initialization of a resource allocating
neural network structure. Continuing, in the third
section we explain how this structure relates to the
architecture of an online travel-related e-commerce
system and discuss its online adaptation to each tour-
ist. Finally, the fourth section presents a descriptive
simulation of the proposed methodology and the fifth
section concludes the article.

User Modeling

Although systems that are aimed to assist users in
retrieving and selecting information and services
have existed for years, research in the field still re-
mains open. The reason is that the identification of
the user’s wishes has proven to be a difficult thing
to achieve. Initially, the need for adaptation of the
system’s operation to its users was handled with ste-
reotypes; this approach assumes that differences
among users rely solely on their different levels of
expertise. Thus, asking users to answer a few simple
questions could rapidly provide all the information
required to classify them to distinct stereotypes, each
one enjoying different information services.

Modern information systems are equipped with
the ability to monitor and analyze users’ actions, to
determine how to best interact with them. Ideally,
each user’s actions are logged separately, thus form-
ing the individual usage history. Continuing, this is
analyzed to generate an individual user profile. The
latter contains all the information about a user, ex-
tracted either by merely monitoring user actions or
by considering the objects the user has evaluated
(Burke, 2002), and is utilized to customize offered
services. This user modeling approach is known as
content-based learning. The main assumption be-
hind it is that a user’s behavior remains unchanged
through time; therefore, the content of past user ac-
tions may be used to predict the desired content of
future actions as well.

A different user modeling approach is that of col-
laborative learning (Varian, 1996). The main assump-
tion behind this approach is that similar users will
react in a similar manner, when faced with similar
situations. This assumption permits the formation of
user groups (Fig. 1); users of the same group may be
assigned the same user profile and served in the same
way. Although this approach is typically not ideal for
customizing tasks such as Web retrieval, it is most
suitable for cases in which limited feedback is avail-
able from the users. The fact that, irrelevant to the
number of actual users, the number of user groups
remains unchanged makes it possible to statically
define the way in which users from each group should
be served, or combine feedback from numerous mem-
bers of a group in order to extract user profiles.

As most people use tourist recommendation and
booking systems sparsely, information that may be

Figure 1. Content-based versus collaborative learning.
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acquired by logging their actions is in most cases
far from sufficient for the generation of individual
user profiles. In addition, travel agencies book tick-
ets on behalf of numerous and different clients,
which makes it difficult to extract reliable personal-
ization information using their booking records.
Thus, it is not possible to adapt a content–based
learning or a stereotype–based approach in an in-
formation system that aims to facilitate acquisition
of travel/tourism information and booking of tick-
ets/services; a collaborative approach needs to be
applied. In order to do so, a number of questions
have to be answered:

1. Which are the examined personalization ele-
ments? In other words, which elements in the
usage history (in the logs of the system) con-
tain useful information and may be utilized for
the extraction of the user model.

2. How many are the distinct user groups that ex-
ist? To be more exact, the question to answer is
how many different typical patterns exist; the
same user may display more than one pattern
in his/her behavior.

3. How are examined elements mapped to user
groups? In other words, how are the typical
patterns defined with respect to the characteris-
tics of possible user actions?

Once these have been answered, the application
of the collaborative learning approach to user mod-
eling becomes similar to the application of a con-
tent–based approach (which, having received more
attention by researchers in the past, is easier to solve.)
We attempt to answer all these questions in the fol-
lowing.

Examined personalization elements are complete
travel plans of the usage history. This is a major in-
novation of the proposed approach, as existing e-
commerce recommender systems consider each part
of the user interaction to be independent; existing
approaches, due to the independent way with which
they handle distinct selections of the end users, are
only able to recommend single services. The pro-
posed approach, relying on complete travel plans to
extract usage patterns, is able to assist users in build-
ing their own complete travel plans. In other words,
it is able to offer intelligent and justified (based on
the usage history) recommendations for all travel/

tourism-related services that may be available online,
thus offering more of the services end users look
for.

When it comes to the consideration of user groups,
alterations to the classical approach are again needed.
Typically, each user group is characterized by some
behavior, and each user is mapped to a single user
group and follows the corresponding behavior. Un-
fortunately, although easy to implement, this ap-
proach does not have the intuitive merits one might
wish. We would prefer to have a system that is aware
of all possible behaviors and dynamically relates
each user with one or more of them, depending on
the situation. Therefore, instead of detecting distinct
user groups, in the proposed approach we detect dis-
tinct usage patterns. As has already been mentioned,
each one of these patterns is related to the formula-
tion of a complete travel plan, not just to the selec-
tion of a single travel/tourism service.

Clustering of Usage History

As already mentioned, the usage history is the set
of all logged user actions, and more specifically the
set of all travel services purchased through the sys-
tem. Our approach relies on analyzing logs of ser-
vices purchased within the same Web session. Thus,
we consider the travel plan (i.e., the set of all ser-
vices purchased by a user in a single session) as the
elementary article in the usage history. For example,
a transport service from Athens international airport
to the Athens Hilton Hotel is a service; this trans-
port together with accommodation at the hotel for 3
nights and plane tickets from Heathrow airport to
Athens airport form a complete travel plan. The aim
is to group travel plans together based on some sort
of similarity; groups of similar plans will describe a
typical generic travel plan, which is information that
can be utilized for the offering of intelligent recom-
mendations.

As the count of distinct patterns that characterize
the travel plans in the usage history is not known
before hand, a hierarchical clustering needs to be
applied on the usage history to extract the underly-
ing patterns (Theodoridis & Koutroubas, 1998); for
the application of such an algorithm one needs to
first define/select a similarity (or dissimilarity) mea-
sure among clusters (groups) of the input elements.
So, in our case, we need to define a distance mea-
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sure among groups of travel plans. These are in turn
based on the definition of distances among distinct
travel plans. We elaborate on both in the following.

To define a distance metric among any couple of
travel plans we start from the following, rather ob-
vious, remark: two travel plans, possibly created by
different users and at different times, are similar to
the degree that the services they comprise are simi-
lar. Thus, to compare two travel plans we start by
comparing their components.

Each one of them, depending on the type of ser-
vice it represents, can be mapped to a feature vector
of some finite dimension. Feature values may be
related to type of service (e.g., guide service, trans-
port service, lodging service), duration, relative price
(cheapest available, cheaper 20%, average), etc. Each
feature is normalized in the range, to facilitate the
definition of similarity and distance metrics among
services and plans.

Based on each one of these features, two services
may be compared and assigned a distance value;
depending on the case, one of these values, or a com-
bination among them, may be the distance that best
describes the degree to which the two services are
related.

For two services S
1
 and S

2
, the following distance

may be defined when considering feature i:

ii

i SSSSDist 2121,

where iS1
, iS2

 are the ith features of the services. For
example, consider the services in Table 3. Each ser-
vice is represented by a position in the three-dimen-
sional space. The three axes correspond to relative
price, time of year, and geographical location. All
values range from 0 to 1. As far as relative price is
concerned, 0 implies absence of the service, 0.5 the
cheapest service (of this type) available, and 1 most
expensive available. Time of year assumes value 0
for summer time and 1 for winter time. Depending
on the exact data, intermediate values are also pos-
sible. Finally, geographical location takes values in
{0,1}, each one corresponding to one of the two as-
sumed destination islands (a small but simple varia-
tion of the distance metric is needed in the case that
more than two destinations are assumed, to allow
for the distance between any two distinct destina-
tions to be the same, regardless of their mapping on

the {0.1} interval). When comparing services 3 and
4 to each other, their distance is |0.78 – 0.88| = 0.1
if the feature considered is the location. If, on the
other hand, we use the geographical location their
distance is 0.

When it comes to two complete travel plans, P
1

andP
2
, their distance may be described by the aver-

age distance among all of the services they com-
prise:
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Finally, when comparing two groups (clusters) of
plans, C

1
 and C

2
, we use the following metric:
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with respect to each feature i. The overall distance
between two clusters C

1
 and C

2
 (i.e., their distance

when considering all features) is defined as

F
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where vector t is a weighting of features, λ is a pre-
defined constant, and F is the count of features. The

F

1
 component has been added to the weighting to

assure that all features participate in the overall rat-
ing of the similarity. Thus, depending on the weight-
ing t that is used, a different degree of similarity
among services, plans, and clusters is assumed. The
two clusters are considered similar if any context
(i.e., any combination of features) exists via which
the overall distance is small. Thus, the minimum
value of Sim(C

1
,C

2
) is an estimation of the similar-

ity of the clusters.
When λ = 1 it is easy to see that the weighting

that produces the best similarity is the one that pro-
motes the feature(s) for which the distance among
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clusters is smallest. When λ ≠ 1 and features exist
for which the distance among the clusters is zero,
then the optimal weighting is the one that promotes
exactly those features. In the most typical case,
though, such features will not exist. Typically, for
every i∈1 . . . F, plans exist in the groups such that
Dist

i
(P

1
,P

2
) ≠ 0. For this case, it is proven in Wallace

and Kollias (2003) by demanding that λ ≠ 1 and that
the first derivative is zero, that the optimal weight-
ing t is given by:

F

i i
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i

CCDist
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Because the optimal weighting of the features (i.e.,
the optimal context) is calculated analytically, the
estimation of the similarity between two services has
the ideal complexity of O(1). Thus, the process of
comparison of all clusters to each other has a poly-
nomial complexity of O(n2), as exactly n(n – 1)/2
comparisons are needed, where n is the count of all
clusters.

The generic agglomerative clustering algorithm
(Theodoridis & Koutroubas, 1998; Yager, 2000),
which is the most important category of hierarchi-
cal clustering algorithms, initializes by considering
each element as a cluster; in this case elements are
travel plans in the usage history. Continuing, all clus-
ters are compared to each other, as described above,
to detect the two that are most similar. These two
are merged, and the algorithm continues iterating,
until a threshold on the similarity among clusters to
be merged is met.

Small clusters (i.e., clusters that contain too few
elements) do not correspond to usage behaviors that
users typically demonstrate. In other words, travel
plans that do not appear often in the logs of the sys-
tem are not expected to be selected often by future
tourists either. Thus, they are ignored as trivial. Each
one of the remaining clusters, although containing
various travel plans due to the way these plans were
selected and brought together, corresponds to a typi-

cal travel plan (i.e., a typical tourist selection). It is
this information that the intelligent recommender
shall use to select the set services to propose to each
user.

Extraction of Patterns and Mapping Onto a
Neural Network

Each one of the clusters the agglomerative pro-
cess produces contains numerous distinct travel
plans. Each one of them comprises a set of services
of different types, and quite probably with different
feature values as well. For example, a group of us-
ers might prefer to use cheap transportation with
luxuries accommodation.

To allow for such diversities to survive the pro-
cess of pattern extraction, each type of service is
analyzed independently when clusters are analyzed.
Thus, if cluster C contains services of different types,
then the following center and standard deviation
values can be used to fully characterize the pattern
it describes:

qj
C

S

C

S
SCS

ij

i

ij
SCS

i

ij

jj

1,,

2

where q is the count of different types and j
s
 is the

set of all services of type j. Each selection a tourist
makes in the future can be compared to these to de-
tect which typical travel plans the user’s choice re-
sembles. Once these have been identified, other ser-
vices contained in them can be utilized to form a
reasonable recommendation to the user.

Two problems that may be identified in this pro-
cess are the following:

• Serial comparison of the service(s) selected by
the tourist to each one of the detected typical
travel plans may lead to delays in a large-scale
system.

• The system cannot adapt its operation to each
user, as the centers and spreads of the clusters
are shared among all users.

To tackle these problems, the comparison of ser-
vices selected by a tourist and typical travel plans
can be performed using a properly initialized re-



INTELLIGENT TRAVEL RECOMMENDATIONS 7

source allocating neural network, such as the one
presented in Figure 2. This is a structure that allows
for parallel implementation for rapid responses and
online adaptation to each user via small perturba-
tion of its parameters based on feedback acquired
from the user.

Each detected cluster (i.e., each typical travel plan)
is assigned one output layer node. This node will be
activated every time the services selected by the user
match this typical travel plan. For each type of ser-
vices in the cluster, a different hidden layer node is
initialized with position and spreads equal to the
center and standard deviation that characterize the
type of service in the cluster, as described above.
Each hidden layer node is linked to the correspond-
ing output layer node with a degree of one. Finally,
out of the wide range of possible choices, we choose
the sigmoid function for output layer nodes, as a
nonlinear discriminant. It is worth noting that two
of the detected typical travel plans may contain simi-
lar services. In this case, two similar but distinct hid-
den layer nodes will represent them, each one linked
to exactly one output layer node. More on the struc-
ture, initialization, and learning formulas of this net-
work can be found in Tsapatsoulis, Wallace, and
Kasderidis (2003).

Together with the network parameters (positions,
spreads, and activation values), a training set needs
to be stored as well, to provide for efficient retrain-
ing of the network. As the network will be required
to operate at online mode, the utilization of the com-
plete usage history for retraining purposes is not
possible; thus, a small set of representative samples
is kept in the usage history.

Intelligent Travel Recommendations

The proposed methodology is integrated in an
online travel recommendation system as shown in
Figure 3. Thus, all available history is analyzed using
the methodology of the above section for the initial-
ization of the network structure that forms the Intelli-
gent Adaptive Recommender. This accepts as input
the features that characterize an available service; the
activation of the output nodes indicates to which travel
behaviors this service is related. This way, service
compatibility can be defined through the degree to
which the network indicates that they are related to
the same typical travel plans; this is the concept that
drives the intelligent recommendation engine.

Specifically, when a user connects to the system,
no information about him/her is available. Thus, no

Figure 2. Architecture of the RAN.
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intelligent recommendation can be made; default
options are presented. As the user forms an initial
selection of a single travel service, typically tickets
to some travel destination, this service is fed to the
network as input. Output layer nodes that are acti-
vated to a degree that surpasses a predefined thresh-
old are considered as possible typical travel plans
that the user may be trying to form. This informa-
tion is utilized in two ways.

Firstly, it is used to generate a personalized ver-
sion of the network. Specifically, all output and hid-
den layer nodes that are not related to the activated
ones are ignored, leading to the creation of a much
smaller network. The fact that the network after the
first user interaction can be limited in size in this
way makes it possible for this adapted network to
be dedicated to the specific user. Thus, it may be
used for online processing of data with the aim of
offering intelligent recommendations to the specific
user.

Secondly, it is used to form the intelligent system
recommendation to the user. Specifically, for each
type of service, all candidate services are fed to the
personalized version of the network. Each one of
these services will activate one output layer nodes
that have been kept if it is related to the typical travel
plan that corresponds to it. In other words, the de-
gree of activation of the output layer nodes can be
used to perform a first ranking of the services, as

services that activate the output layer are services
that might be used by the user to continue forming a
travel plan the system would consider as typical and
thus probable.

Service availability is an optional input of the
recommender. Using it, the system does not propose
to its end users services that may not be available.
Moreover, it promotes services that have received
little attention, as recommendations do not only of-
fer solutions to user needs, but also often participate
in the formulation of user needs (users that were not
aware of the service may decide they are interested
in it after it has been recommended to them).

Following this process, the set of selected services
is presented to the tourist as a system recommenda-
tion. The tourist may now decide to include one of
them in the travel plan. Similar to the first choice,
this comprises valuable information that may be used
to improve the system’s performance throughout the
remaining of the session. This is accomplished in
two ways.

Firstly, the service that is selected further speci-
fies the behavior of the end user. Thus, output nodes
that are activated by it continue to represent pos-
sible user behaviors, while the ones that are not ac-
tivated (together with the corresponding hidden layer
nodes) may be removed. This way, as the user se-
lects more services to include in a plan, the user in-
tention becomes better specified and thus the net-

Figure 3. System architecture.
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work becomes smaller and more efficient
computationally wise.

Secondly, information about the services that were
presented and selected by the tourist, as well as in-
formation about services that were selected but ig-
nored, can be utilized to generate a neural network
structure that is further adapted to the user. Thus,
we may further refine the network, demanding that
the selected service activates at least one of the out-
put layer nodes, and that the services not selected
do not activate any of the output nodes.

On the other hand, it is well known that classical
neural network adaptation is a time-consuming pro-
cess that may need numerous epochs to conclude;
training data have to be fed to the network itera-
tively numerous times before the network param-
eters are properly adjusted to produce the desired
output. Of course, this is not acceptable for a net-
work that has to adapt to its new environment in an
online mode of operation. An approach has to be
followed that will allow for computationally effi-
cient adaptation.

In our case this can easily be achieved if we con-
sider that adaptation to a specific user will only cause
a minor perturbation of the network parameters. With
this in mind, although the output layer functions are
nonlinear, we may consider them as “almost” linear
in the neighborhood of the initial and adapted pa-
rameter values. This allows for a linearization of the
retraining process, which can be concluded in only
one epoch (Doulamis, Doulamis, & Kollias, 2000).

As has been said, the system keeps in the usage
history a set of services, together the corresponding
class (matching typical pattern), included in the fol-

lowing set 
bb mmb dSdSS ,,,, 11

, where vec-

tors 
iS  and 

id  with i = 1,2, . . .,m
b
 denote the ith

input and corresponding desired output vectors. The
network should have the ability to adapt its perfor-
mance, taking into account both this former knowl-
edge and the current formation of a travel plan.

Let us consider network adaptation in more de-
tail. Let vector bw  include all adaptable network pa-
rameters before adaptation, and 

aw  be the new pa-
rameter vector, which is obtained through adaptation.
A retraining set, S

c
, is assumed to be extracted from

the travel plan that the user forms, composed of, say,

m
c
 feature vectors; 

cc mmc dSdSS ,,,, 11
. Adap-

tation is performed using efficient network training
; new network parameters 

aw  are computed, by mini-
mizing the following error criterion with respect to
the parameters:

afaca EEE ,,

21
, 2

1 cm

i
iiaac dSyE

21
, 2

1 bm

i
iiaaf dSyE

where E
c,a

 is the error performed over the retraining
set S

c
 (“current” travel plan), E

f,a
 the corresponding

error over the original “training” set (“former”

knowledge); ia
Sy  and ia

Sy , corresponding to

the feature vectors of services 
iS  and 

iS  respectively,

are the outputs iSy  and iSy  of the (adapted) net-

work consisting of parameters 
aw . Similarly ib

Sy

would represent the output of the network, consist-
ing of parameters bw , when accepting service 

iS  at
its input. Parameter η is a weighting factor account-
ing for the significance of the current retraining set

compared to the former one and 
2
 denotes the L

2
-

norm.
At the end of the session all information about

user selections is moved into the usage history. Thus,
when plenty of new records have been inserted into
the usage history, the latter may be analyzed again,
producing a richer representation of typical tourist
selections. The history analyzer uses the service de-
tails (i.e., the feature vectors of the services) to clus-
ter travel plans in the usage history. The nontrivial
detected clusters correspond to typical plans that
users form often; they are stored, in the form of cen-
ters, spreads, and activations, as known patterns. A
small set of representative members is also identi-
fied for each cluster/pattern and stored together with
it; these data are utilized during the retraining of the
neural network.

Simulation Results

The overall system presented in the previous sub-
section comprises a variety of methodologies and
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subsystems, including context–adaptive agglo-
merative clustering, initialization of resource allo-
cating neural networks, and utilization of neural
networks to map tourist selections. To verify the
simulation of the proposed system and to verify the
effectiveness of the proposed methodology, we
populated a synthetic database of travel-related ser-
vices with three types of services, namely ship tick-
ets, lodging, and transport from the port to the hotel
or apartment.

Services, together with their ID, are represented
by a position in the three-dimensional space. As has
already been mentioned, the three axes correspond
to relative price, time of year, and geographical lo-
cation. All values range from 0 to 1. As far as rela-
tive price is concerned, 0 implies absence of the ser-
vice, 0.5 the cheapest service (of this type) available,
and 1 most expensive available. Time of year as-
sumes value 0 for summer time and 1 for winter
time. Depending on the exact data, intermediate val-
ues are also possible. Finally, geographical location
takes values in {0,1}, each one corresponding to one
of the two assumed destination islands (a small but
simple variation of the distance metric is needed in
the case that more than two destinations are assumed,
as to allow for the distance between any two distinct
destinations to be the same, regardless of their map-
ping on the {0,1} interval). Clearly, a tourist would
need much more information to make a decision;
these few features are kept here for the sake of clar-
ity, but the methodology easily generalizes to richer
service descriptions.

To initialize the experiment, the usage history had
to be populated. A Gauss–based generator was con-
structed and used to generate random travel plans,
with probabilities being highest for three typical travel
plans; these are presented in Table 1. These were se-
lected as three quite realistic user behaviors; they cor-
respond to users that look for cheap holidays year

round and in any location, users that enjoy luxurious
holidays during the summer time and mainly in one
of the two possible destinations, and to users that pre-
fer save on their travel budget in order to have the
option to spend some more during their stay, again in
one of the two possible destinations.

Obviously, the location feature always assumes
values in {0,1}. Value 0.5 in Table 1 indicates the
generation of services for the two locations with
equal probabilities. Additionally, values in the (0,0.5)
for relative price were rounded to one of the two
extremes, and values over 1 and below 0 were
rounded to 1 and 0, respectively, for all features.
Moreover, the same geographical location and time
of year was applied to all services in the same plan.
One hundred and fifty plans were generated and in-
serted in the usage history, 50 for each one of the
above-mentioned typical behaviors. The analysis of
usage history, via clustering of logged plans, suc-
cessfully detected three nontrivial clusters; two clus-
ters, of 2 and 3 travel plans, respectively, were ig-
nored as trivial. The centers and spreads of the
services of the nontrivial clusters of plans are pre-
sented in Table 2. The center and spread combina-
tions can be used to verify that the detected clusters
correctly represent the typical behaviors that were
induced in the usage history.

Continuing, we utilized these to initialize an RBF
neural network with 4 input layer nodes, 8 hidden
layer nodes, and 3 output layer nodes; each output
layer node corresponds to one of the detected typi-
cal plans, each hidden layer node to one of the de-
tected typical services (one of the travel plans only
has two hidden layer nodes, as it does not contain a
transport service), and each input layer node corre-
sponds to one of type of service, relative price, time
of year, and location.

To test the performance of the system, we ran-
domly generated descriptions of ship ticket services.

Table 1

The Typical User Behaviors Induced in the Sample Usage History.

Behavior Travel Tickets Transport Lodging

1 0.5,0.1–0.5,0.5–0.5,0.5 0,0–0.5,0.5–0.5,0.5 0.5,0.1–0.5,0.5–0.5,0.5
2 1,0.1–0,0.3–1,0 1,0.2–0,0.3–1,0 1,0.1–0,0.3–1,0
3 0.5,0.3–0.2,0.4–1,0.2 0.5,0.1–0.2,0.4–1,0.2 0.8,0.2–0.2,0.4–1,0.2

Services are represented as center-spread triplets.
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Specifically, we randomly generated triplets of val-
ues, making sure that they were valid relative price,
period, and location values. These were supposed
to be the feature vectors of the initial user selection,
concerning ticket reservations. We fed each one of
these triplets (with ticket as type of service) to the
above-mentioned neural network and removed all
nodes that did not contribute to a significant output
layer activation. Continuing, we retrained the net-
work, including the considered triplet in the train-
ing set as the current travel plan.

Available services were generated similarly to the
initial user selections and fed to the resulting neural
network. Services that activated the output layer to
a high degree were constantly found to match the
initial user selection, according to one of the typical
user behaviors that were used to generate the usage
history. As an example, in Table 3 we provide one
of the sample initial selections and the available ser-
vices that activated the corresponding network’s
output layer to a high degree.

The initial user selection, for which we present re-
sults in Table 3, is a ticket service that matches those of
the second typical behavior that was induced in the
usage history. We can see that all selected services also
match the corresponding services in the same typical
behavior. These were selected out of all the randomly
generated services (feature vectors in all valid ranges
were created and fed to the neural network).

This obviously corresponds to the case when ser-
vices of all kinds are available. The results in Table
3 indicate that the proposed system is able to suc-
cessfully and efficiently determine: 1) to which typi-
cal behavior a specific users’ actions correspond, and
2) out of a large set of diverse available services,
which ones best match a specific typical behavior.
Combining these two characteristics of the system,
it is easy to see that it comprises a very efficient
recommender for personalized travel planning and
booking, when we wish to follow a collaborative
learning approach.

Conclusion

This article presented a methodology for intelli-
gent and adaptive travel recommendations. The main
innovation of the proposed approach is that com-
plete travel plans, rather than individual services, are
the elementary considered particles of the usage his-
tory. Thus, the resulting system is able to provide
intelligent recommendations to tourists looking for
any kind of tourist service, and moreover provide
intelligent recommendations about one kind of ser-
vice based on other, different services already se-
lected by the tourist.

Specifically, when the usage history is clustered
through a modified agglomerative clustering algo-
rithm, tourist behaviors related to the formulation
of complete travel plans may be extracted from the
clusters. This information is mapped onto a neural
network structure, which allows for online recom-
mendations; service availability may also be con-
sidered during such recommendations.

All available feedback from the user is utilized to
adapt the system to the user. Specifically, positive
feedback is utilized to filter the neural network, while
negative feedback, together with positive feedback
and historical data, is utilized to refine the network’s
parameters. This last part is pursued through linear-

Table 2

Detected Typical Plans, With Centers and Spread Rounded to One Decimal Position

Plan Travel Tickets Transport Lodging

1 0.6,0.2–0.6,0.5–0.4,0.5 0,0–0.6,0.5–0.4,0.5 0.7,0.1–0.6,0.5–0.4,0.5
2 0.9,0.1–0.1,0.2–1,0 0.8,0.2–0.1,0.2–1,0 0.9,0.1–0.1,0.2–1,0
3 0.7,0.3–0.4,0.3–0.9,0.1 0.6,0.1–0.4,0.3–0.9,0.1 0.7,0.2–0.4,0.3–0.9,0.1

Table 3

The Output of the Neural Recommender
for a Specific User Selection

Service Type of Service Feature Vector

Initial ticket 0.9,0.2,1
1 lodging 0.91,0.23,1
2 transport 0.87,0.18,1
3 lodging 0.88,0.22,1
4 lodging 0.78,0.30,1
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ization of the retraining of the network, to allow for
quick response times.

Finally, we have presented a system architecture
that is able to exploit the benefits of the proposed
algorithms and methodologies and provided a few
indicative preliminary simulation results.
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