general, for every other Toeplitz network, the diameter is the ceiling of $w/2 + 1$.

To show that there exists at least such a path between any two points $i$ and $j$, consider the set of points $i = w/2$ to $j + w/2$. One of these points has to be adjacent to $j$. This is so because the width of the Toeplitz network is $w$ (meaning that there are exactly $w-1$ zeros between any two ones in the adjacency matrix). Hence, the next theorem follows:

**Theorem 4:** The diameter of the Toeplitz network is the ceiling of $w/2 + 1$.

Because of the symmetric nature of the construction of the Toeplitz network, the network is reliable in case of point and edge failures. Fault diameter is yet another useful indicator of the reliability of a network. Fault diameter is the length of the longest path when $k-1$ points fail, $k$ being the point connectivity of a network.

**Theorem 5:** The fault diameter of the network is $w$.

**Proof:** From Lemma 3, we see that each of the $s + 1$ paths is at most of length $w$. Hence, if any of the $s$ points fail, the length of the longest path is $w$. The length of the longest path is a ceiling of $w/2 + 1$, even when $s/2$ points fail. This implies that we could still apply the lemma and there will be 2 points adjacent to every point.

As stated in the earlier section, graph theorists are often interested in obtaining Moore graphs. The Toeplitz network has less number of points than the Moore graphs for the same regular degree and diameter. However, the Toeplitz network satisfies some additional useful properties, such as bipartiteness. Against group graphs, the diameter and the fault diameter calculations are explicit, and hence, the routing is simpler.

**IV. Conclusion**

In this paper, a new class of interconnection networks are presented and the spectral properties of these networks are studied. It is shown that these networks possess many desirable properties, such as small diameter, high connectivity, and high reliability. It would be interesting to derive algorithms which exploit the Toeplitz network interconnection scheme.
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**An Adaptive Least Squares Algorithm for the Efficient Training of Artificial Neural Networks**
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**Abstract** — A novel learning algorithm is developed for the training of multilayer feedforward neural networks, based on a modification of the Marquardt–Levenberg least squares optimization method. The algorithm updates the input weights of each neuron in the network in an effective parallel way. An adaptive distributed selection of the convergence rate parameter is presented, using suitable strategies of optimization techniques. The algorithm has better convergence properties than the conventional backpropagation learning technique. Its performance is illustrated, using examples from digital image halftoning and logical operations such as the XOR function.

**I. Introduction**

An important class of neural networks is feedforward multilayer perceptrons. These networks consist of layers of neurons, which are connected in a feedforward way. In the simplest case each neuron produces its output by computing the inner product of its input signal and weight vectors and by passing the result through a nonlinear function, as is shown in Fig. 1. One commonly used nonlinear monotonic function is the sigmoidal one, which can be defined as follows:

$$g(x) = \frac{1}{1 + e^{-x}}. \quad (1.1)$$

A three-layer network is shown in Fig. 2. The intermediate layers between the output layer and the network's input are usually called hidden layers. A crucial property of these networks is their ability to improve their performance by learning new information. This is accomplished by modifying the interconnection strengths among neurons, i.e., the weights of the network, according to some prespecified rules. The “knowledge” of the network lies therefore in its inter-neuron connections and their
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II. THE NONLINEAR LEAST SQUARES MINIMIZATION PROBLEM

The error criterion which is generally used in the training of neural networks is the minimization of a sum of squares error function. For a network with $M$ outputs and after the presentation of $K$ pairs of input and desired output patterns, this function is

$$
E_K = \frac{1}{2} \sum_{r=1}^{K} \sum_{m=1}^{M} [d(m) - y(m)]^2
$$

(2.1)

where the symbols $d$ and $y$ denote the desired and actual outputs of the network, and the subscript $r$ shows their dependence on the $r$th input presentation.

When an input pattern is presented, it propagates forward through the network and each neuron computes its output value using the prespecified set of its input weights. Let us consider the case of a network consisting of $L$ layers, the $i$th of which contains $N_i$ neurons. Then each neuron computes its output according to the following equations for $l = 1, \ldots, L$ and $i = 1, \ldots, N_l$:

$$
x'_i = g \left( \sum_{a=1}^{N_{l-1}} (w_{ia}) x'_a - 1 + \theta'_i \right)
$$

(2.2)

where $x'_i$ denotes the output of the $i$th neuron belonging to the $l$th layer and $w_{ia}$ is the weight of the connection between the $a$th neuron of the $(l-1)$ layer and the $i$th neuron of the $l$th layer. The $l$th layer is the output layer, while layer zero is the input layer. Thus $N_0 = N$ and $N_L = M$, respectively, while $x'_0$ and $x'_i$ denote the output $y(i)$ and input $x(i)$ sequences. The function $g$ is usually the sigmoid defined in (1.1) and $\theta'_i$ is the threshold of the $i$th neuron of the $l$th layer, which controls the neuron’s output when there are no signals to its input. In the following, we treat the thresholds as weights that connect an input, which is always on, i.e., its value is always one, to the neuron.

Let us define the vector $w'_i$ of all input weights to the $i$th neuron of layer $l$, including the threshold $\theta'_i$:

$$
w'_i = [w'_{1i}, \ldots, w'_{N_{l-1}i}, \theta'_i]^T
$$

(2.3)

and let the vector $x'_i$ contain the outputs of all neurons in layer $l$ and one more element equal to one

$$
x'_i = [x'_1, \ldots, x'_i, 1]^T
$$

(2.4)

Then (2.2) can be written using the above symbol notations as follows:

$$
x'_i = g \left( (w'_i)^T (x'_i - 1) \right)
$$

(2.5)

Let us also define a vector $w$, consisting of all the weights $w'_i$ in the network. A necessary condition at a minimum, global or local, of (2.1) is that the derivatives of this function with respect to $w$ be zero. Forming these derivatives, we get the following system of nonlinear equations for $l = 1, \ldots, L$ and $i = 1, \ldots, N_l$:

$$
f'_l = \sum_{r=1}^{K} \sum_{m=1}^{M} [d(m) - y(m)]^T \left[ - \frac{\partial y(m)}{\partial w'_l} \right]_r = 0
$$

(2.6)

where the dimension of vector $f'_l$ is $(N_{l-1} + 1)$. Let us also form a global vector $F$, consisting of all the vectors $f'_l$. 

weights, in contrast to rule-based artificial intelligence applications. Furthermore, the network architecture permits high computational rates to be obtained through the massively parallel distributed processing which is performed. It is also due to this kind of processing that such networks have a great degree of robustness or fault tolerance to local damages. In this paper we are concerned with the problem of supervised learning of multilayer networks. Various learning algorithms have been recently introduced, the most famous being the backpropagation algorithm [1]–[3]. Many successful applications of this method have been developed in areas such as speech and image recognition and modeling of human learning [4], [5].

This paper presents a neural network learning algorithm, which is based on an efficient modification of the Marquardt-Levenberg least squares optimization method [6]–[8] and has better convergence properties than the conventional backpropagation method. The paper is organized as follows. Section II formulates the nonlinear least squares minimization problem and discusses various unconstrained optimization techniques for its solution. The proposed algorithm is developed in Section III, while an adaptive selection of the convergence rate parameter is presented in Section IV. Section V presents various applications of the proposed learning technique in digital image halftoning and in performing logical operations such as the XOR function. Some conclusions and suggestions for further research are given in Section VI.
A simple technique for the solution of such a system is steepest descent [9], [10]. This method, which is the basis for the derivation of the backpropagation algorithm or the momentum version of it, is suitable for parallel updating of all the weights of the network, or at least of those in the same layer, during each iteration of it. Thus its computational complexity is \( O(N_{1-1}) \) operations per iteration and neuron, or \( O(n_p) \) operations per iteration in total, where,

\[
n_p = \sum_{i=1}^{l} N_i (N_{i-1} + 1).
\]

(2.7)

However, this method has many drawbacks. It converges linearly and may be inefficient, particularly as the minimum is approached. Another well known iterative technique for the solution of the system of nonlinear equations (2.6) based on a linearization procedure, is Newton's method [9], [10]. This method is attractive, because it converges quadratically, provided that a good, sufficiently close to a minimum of the error function, initial estimate of the unknown weight vector is available. Computation of the increments \( \Delta w_i \), which bring the initial estimate \( w_i \) closer to a minimum, is performed by solving the following linear system:

\[
H \Delta w = - F
\]

(2.8)

where the Hessian matrix \( H \) contains the second derivatives of the error function with respect to the network weights. The application of standard quasi-Newton algorithms [9]–[11] has been examined as a solution to the learning problem [12], but no efficient parallel implementation in the form of an artificial neural network was found. Application of such methods in the solution of (2.8) requires \( O(n_p^2) \) operations per iteration. An approach has been recently developed [13], which implements Newton's method as a second-order backpropagation algorithm with complexity \( O(n_p) \). This approach uses, however, an approximation of matrix \( H \), which, as is also mentioned in [13], is inefficient for real life applications and can be useful only in cases of uncorrelated input signals. Furthermore, it introduces more tuning parameters in its attempt to approximate the second derivatives in (2.8), making therefore its application more difficult.

In this paper we follow a different approach. This approach permits the derivation of an efficient neural network learning algorithm, based on the Marquardt–Levenberg least squares method. The algorithm possesses quadratic convergence close to a minimum, where it approximates the Newton method. Moreover it can converge even if the initial estimates are relatively poor, as does the method of steepest descent.

III. ANALYSIS OF THE LEAST SQUARES LEARNING ALGORITHM

The Marquardt–Levenberg technique approximates matrix \( H \) by a simpler one

\[
H = FF^T + \lambda \Omega
\]

(3.1)

where \( \lambda \) is a positive factor and \( \Omega \) is an appropriately chosen matrix. A version of the Marquardt–Levenberg method, which has successfully been used in many applications [8], [14], was to let \( \Omega \) be diagonal, with elements equal to the diagonal terms of \( FF^T \). The main idea followed in this paper in order to derive an effective algorithm, which can efficiently be applied to distributed neural network training, is to let matrix \( \Omega \) have the following near-diagonal form:

\[
\Omega = \begin{pmatrix}
F_i^T (F_i) & \cdots & 0 & \cdots & 0 \\
0 & \ddots & \vdots & \ddots & \vdots \\
\vdots & \ddots & F_i^T (F_i) & \ddots & \vdots \\
0 & \cdots & 0 & \ddots & F_i^T (F_i) \\
0 & \cdots & 0 & \cdots & F_i^T (F_i)
\end{pmatrix}
\]

(3.2)

This form contains the diagonal elements of \( FF^T \), but it also contains the rest of the \( F (F^T)^T \) elements around its diagonal ones, keeping thus second order information for the input weights \( w_i \) of each neuron in the network.

The system of equations defined by (2.8) and (3.1)–(3.2) can easily be proved to result from the minimization of the following error criterion:

\[
E_k(w) = \mu E_k(w) + \Delta w^T \Omega \Delta w
\]

(3.3)

where \( \mu = 1/\lambda \) and \( E_k \) was defined in (2.1). Let the increment \( \Delta w_i = w_i - w_0 \) be provided by the solution of (2.8) using the definitions (3.1)–(3.2), i.e., by minimizing the error criterion \( E_k \) in (3.3). Then it can easily be shown, using (3.3), that

\[
E_k (w_i) < E_k (w_0) + \Delta w_i^T \Omega \Delta w_i
\]

(3.4)

where the last inequality being true, because \( \Delta w_i \) equals zero. In the first inequality in (3.3), it was assumed that the symmetric and semipositive definite matrix \( \Omega \) is positive definite. This condition is always fulfilled, if a very small positive number, such as 0.01 [15], is added to the diagonal elements of \( \Omega \) in (3.2). Thus (3.4) shows that minimization of the error criterion \( E_k \) also diminishes the sum of squares error function \( E_k \). Let now the increment \( \Delta w_1 = w_1 - w_0 \) be provided by solving the general form of (2.8), i.e., by minimizing the original error function \( E_k \) in (2.1). It can be shown, by using (3.3) and the increments \( \Delta w_1 \) and \( \Delta w_2 \) as in [6], that

\[
\Delta w_1^T \Omega \Delta w_1 < \Delta w_2^T \Omega \Delta w_2.
\]

(3.5)

Equation (3.5) proves that minimization of the error criterion in
(3.3) also reduces the weighted sum of squares of the increments $\Delta w$, improving therefore the linearization procedure used to derive (2.8). By letting $\lambda \gg 1$, matrix $H$ in (3.1) is written in terms of (3.2)

$$H = \lambda \Omega$$

and due to the special form of matrix $\Omega$, (2.8)–(3.1) take the following form in the case of the $i$th neuron of the $l$th layer, for example,

$$H_i \Delta w_i = - \mu \beta_i$$

where

$$H_i = \sum_{r=1}^{K} \sum_{m=1}^{M} \left[ \frac{\partial y(m)}{\partial w_i} \right] \left[ \frac{\partial y(m)}{\partial w_i'} \right]^T.$$  

As a result, the algorithm avoids the computation and storage of second-order information about the cross-products between input weights of different neurons and each weight vector $\Delta w_i'$. It can be computed independently of all others during each iteration in a distributed parallel form. The simple Gauss–Newton or weighted Gauss–Newton least squares algorithm [8], [9] can be used to solve (3.7).

In the neural network formulation the system of equations (3.7)–(3.8) implies that each neuron in the network tries to minimize the error function with respect to its own weight vector $w_i'$ and that all the neurons of the network, or at least these of the same layer, may update their input weights during each iteration independently of all others. The convergence factor $\mu$ prevents successive estimates from oscillating. The algorithm has the distributed form of the backpropagation technique. It performs two sweeps through all the weights of the network at each iteration of it. On the first sweep the input signals are propagated forward, so that each hidden and output neuron computes its own output. On the second sweep the error signals are propagated to the top of the network as the difference between the desired and actual outputs. This information is then propagated down to the bottom layer and each neuron updates its input weights using (3.7)–(3.8).

In the case of the weight vector $w_i'$ in a multilayer network, the proposed algorithm can be written in sequential form, for $r = 1, \ldots, K$:

$$w_i'(r) = w_i'(r-1) + P_i'(r) \epsilon_i(r) (x_i)^{-1},$$

$$P_i'(r) = P_i'(r-1) - (1/d_i') P_i'(r-1) (x_i)^{-1} (x_i)^{-1} P_i'(r-1),$$

where the matrix $P_i'(K)$ is the inverse of $H_i'$ defined in (3.8) and the scalars $d$ and $e$ are computed, as follows, for $l = 1, \ldots, L$ and $i = 1, \ldots, N_L$:

$$d_i' = (b_i')^{-1} + (x_i)^{-1} P_i'(r-1) (x_i)^{-1},$$

$$\epsilon_i'(r) = \mu \epsilon_i'(r) - [1 - (x_i)^{-1}] [w_i'(r-1) - w_i'(0)].$$

In the above equations, the indication of dependence of some quantities on $r$ was ignored for notational simplicity. During each iteration of the algorithm in (3.9)–(3.12), the input data are processed sequentially and the outputs of all neurons are computed using the weight vector $w_i'(0)$. In the end the current weight vector estimate $w_i'(K)$ replaces $w_i'(0)$, so that the next iteration can begin. The procedure stops when the changes in all weights are less than a very small threshold. At the beginning of each iteration matrix $P_i'(0)$ is chosen diagonal with relatively large values. The algorithm can also be applied in recursive form. In this case the outputs of all neurons are computed, in each recursion of the algorithm, using the weight vector $w_i'(r-1)$ instead of $w_i'(0)$. The addition of an over-relaxation term, exactly as in the momentum technique, is sometimes necessary to ensure convergence in this case [16]. The updating of matrix $P_i'(r)$ in (3.10) requires $O((N_{l-1} + 1)^2)$ operations per iteration [17], thus the computational complexity of the above described algorithm is $O((N_{l-1})^2)$ per neuron and iteration, or $O(n_p^2)$ in total, where

$$n_p = \sum_{l=1}^{L} [N_{l-1} (N_{l-1} + 1)]^2.$$  

Even in a massively parallel environment, the increased, compared to standard backpropagation, per neuron complexity $O((N_{l-1})^2)$ constitutes a problem. However, this problem is less serious, for implementation purposes, than the $O((n_p)^2)$ computational and storage requirement for the solution of the general form of (2.8), using for example the technique presented in [12]. Moreover, the complexity of the algorithm can be reduced to $O(n_p)$, if fast algorithms of the least squares method [17], [18] are used. These efficient schemes do not calculate matrix $P_i'$, but directly update vector $P_i x_i^{-1}$, which is required in (3.9), having a computational complexity similar to the backpropagation one. Use of such algorithms is, however, feasible only when the training is performed using consecutive samples of the input data, i.e., when a sliding window passes over the data and constitutes the input to the network in each iteration. This happens in most signal and image processing applications, as is discussed later in the paper.

Since the updating of the input weight vectors of all neurons takes place in the second sweep of the algorithm, appropriate formulas which update $b_j'$ and $c_j'$ recursively from the top to the bottom of the network are derived next. The formulas for the $c_j'$ are the same as the ones derived for the backpropagation algorithm [2]

$$c_{i-1}' = c_{i-1}' + \sum_{m=1}^{N_i} \epsilon_m w_{im},$$

for $l = L - 1, L - 2, \ldots, 2$ with

$$c_{i-1}' = c_{i-1}' + \sum_{m=1}^{N_j} \epsilon_m w_{jm}.$$  

Equations (3.14)–(3.15) provide a computationally efficient way of computing the backward errors, because they require only $O(n_p)$ operations per iteration. The proposed algorithm requires the computation of the nonnegative quantities $b_j'$ in (3.11)–(3.12) as well. A similar, but more elaborate, recursive way of computing these quantities is given next and proved in Appendix A, by defining the following sequence:

$$b_{i,j}^{l-1} = c_{i-1}' c_{j-1}' \sum_{m=1}^{N_i} \sum_{n=1}^{N_j} w_{im} w_{jn} \beta_{mn},$$

for $l = L - 1, L - 2, \ldots, 2$ and $1 \leq i, j \leq N_{l-1}$, with

$$b_{i,j}^{l-1} = c_{i-1}' c_{j-1}' \sum_{m=1}^{N_i} w_{im} w_{jm} (c_{i-1}' c_{j-1}')^2,$$

and by letting

$$b_j' = b_{i,j}^{l-1}.$$  

In the above equations it is

$$c_{i-1}' = x_i [1 - x_i].$$

(3.19)
while the $c_i^j$ and $b_i^j$ quantities at the output layer are
\[c_i^j = \sum_{m=1}^{M} c_{i}^{m} \left( d(m) - y(m) \right) \]  
\[b_i^j = \sum_{m=1}^{M} \left( c_{i}^{m} \right)^2. \]  

(3.20a)  

(3.20b)

It can be shown that the updating of $b_i^j$ using (3.16)–(3.20) requires $O(n_i^j)$ operations per iteration in the case of networks with more than two layers. In this case we can use an approximate formula by ignoring the cross-neuron products in (3.16) and by updating $b_i^j$ for $i = 1, \cdots, N_i$ and $l = 1, \cdots, L$, as follows:

\[b_i^{j-1} = \left( c_i^{j-2} \right)^2 \sum_{m=1}^{N_i} \left( w_{i}^{m} \right)^2 b_{m}^{j}. \]  

(3.21)

As a result (3.21) has the same computational complexity as

(3.14). The above equations together with (3.9)–(3.12) form the proposed learning algorithm.

IV. ADAPTIVE SELECTION OF THE CONVERGENCE RATE FACTOR

The selection of the parameter $\mu$ in (3.9) is a crucial problem in the application of the proposed algorithm. This problem is examined next, by using suitable techniques, which have been developed for the general form of the Marquardt–Levenberg optimization method. Two techniques, which can be combined with the proposed algorithm, are the model trust region approach [19], [20] and the line search strategy [19], [21]. Both techniques try to determine a region, in which the nonlinear problem is adequately represented by the quadratic model (3.3), so that convergence of the algorithm to a local minimum of the error function is guaranteed. A criterion is used, in the second for example technique, for selecting an acceptable value of $\mu$ at the end of each iteration of the algorithm. In the case of the distributed system of (3.7) this criterion can be written as follows:

\[\psi = \frac{E_L(w) - E_L(w + \Delta w)}{\sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \mu \left( f_i \right)^2 (H_i)^{-1} f_i} > \sigma \]  

(4.1)

where $w$ contains all vectors $w(0)$ used in each iteration, while $\Delta w$ contains all the increments $\Delta w_i(K)$ computed at the end of each iteration and $\sigma$ is a small positive constant, such as $10^{-4}$. A backtracking strategy is used, by selecting an initial value of $\mu$ and then reducing it, until (4.1) is satisfied. Appropriate rules for reducing $\mu$ are given in [19]. The computation of $E_L(w + \Delta w)$, required in each application of (4.1), does not seriously augment the complexity of the method, due to the massive parallelism of the network.

Since (3.7)–(3.8) are solved separately for each neuron of the network, it would be more effective to use different values of $\mu$, i.e., $\mu_i^j$, for updating the input weights of each neuron. This would, however, require the selection of each parameter $\mu_i^j$ in the network, which would be a quite difficult task. An adaptive distributed updating of these parameters is presented next, by approximately computing the contribution of each neuron to the minimization of the error function. Let us consider the error $E_L(w + \Delta w)$ as a function of the parameter $\mu$. We may write, for small values of the difference between two parameter values $\mu$ and $\mu'$,

\[E_L(\mu') = E_L(\mu) + (\mu' - \mu) \left( \frac{\partial E_L}{\partial \mu} \right). \]  

(4.2)

The derivative of the error $E_L$ in (2.1) with respect to $\mu$ can be approximated by using the definition (2.6) and the block-iterative form of (3.9), resulting from repeated summation of (3.9) for $r = 1, \cdots, K$ [8]:

\[\left( \frac{\partial E_L}{\partial \mu} \right) = \left[ \sum_{i=1}^{L} \sum_{i=1}^{N_i} \frac{\partial E_L}{\partial w_i} \right] \left[ \frac{\partial w_i}{\partial \mu} \right] = -2 \left[ \sum_{i=1}^{L} \sum_{i=1}^{N_i} R_i(K) \right]. \]  

(4.3)

where

\[R_i^j(K) = \sum_{r=1}^{K} e_i^r \left( x_i^{r-1} \right)^2 P_i^j(K) = \sum_{r=1}^{K} e_i^r \left( x_i^{r-1} \right)^2. \]  

(4.4)

From (4.2) to (4.4) it is seen that the reduction of the error function in each iteration of the algorithm, due to a small change in the convergence parameter $\mu$, is proportional to the sum of the positive scalars $R_i^j(K)$, which tend to zero as the minimum is approached [8].

It should, however, be stressed that different neurons will generally give different values of the $R_i^j(K)$ quantities and consequently different reductions of the error function. Using this fact we show next that we may let the convergence factor $\mu$ vary with iteration and neuron. If we call the resulting factors in each iteration $\mu_i^j$ and use them instead of $\mu$ in (4.2), then it is easy to show, using (4.3), that the error reduction due to the differences ($\mu_i^j - \mu$) will be equal to

\[\sum_{i=1}^{L} \sum_{i=1}^{N_i} \left( \mu_i^j - \mu \right) R_i^j(K). \]  

(4.5)

It is desired that this reduction be nonnegative, therefore it should be

\[\sum_{i=1}^{L} \sum_{i=1}^{N_i} \left( \mu_i^j - \mu \right) R_i^j(K) > 0. \]  

(4.6)

An obvious solution to (4.6) could be to let all $\mu_i^j$'s be greater than $\mu$, but this would eventually lead to an unstable behavior of the algorithm. A choice of $\mu^j$'s which satisfies (4.6), keeping also the sum of all $\mu_i^j$'s constant and equal to $\mu \sum_{i=1}^{L} N_i$, is

\[\mu_i^j = \frac{\mu}{\sum_{i=1}^{L} N_i} R_i^j(K) \]  

(4.7)

as can be verified by using the above values of $\mu_i^j$ in (4.6) and the following inequality:

\[n \sum_{i=1}^{n} a_i^2 - \left( n \sum_{i=1}^{n} a_i \right)^2 = n \sum_{i=1}^{n} \sum_{j=1}^{n} (a_i - a_j)^2 > 0 \]  

(4.8)

where the $a_i$'s represent the $R_i^j$'s and the summation over $i$ in (4.8) corresponds to the summation over $i$ and $r$ in (4.7). Following the above analysis, each iteration of the algorithm is performed using (3.9)–(3.12) and the same convergence factor $\mu$ for all neurons in the network. The $R_i^j(K)$ quantities are also computed, by using a sequential form of (4.4). Then the weights $w_i(K, \mu_i^j)$ are computed in the end of each iteration in terms of the already determined $w_i(0, \mu)$

\[w_i(K, \mu_i^j) = w_i(0) + \left( \mu_i^j / \mu \right) \left[ w_i(K, \mu) - w_i(0) \right]. \]  

(4.9)

Derivation of (4.9) is based on the fact that all quantities, apart from the parameters $\mu$, which are used to calculate both $w_i(K, \mu_i^j)$
and \( w_i(K, \mu) \), are computed in terms of \( w'_i(0) \). Thus they are the same and, apart from the \( \mu \)'s, they cancel each other.

Let us now replace the parameter \( \mu \) in (4.1) by its distributed values \( \mu' \) from (4.7). The selection of the \( \mu' \) parameters is then equivalent to the selection of the single parameter \( \mu \) in (4.7). The criterion (4.1) can therefore be applied to determine an acceptable value of \( \mu' \), using the already computed values of the quantities \( R^z(K) \). It should be added that the exact number of the required hidden units in most neural network applications is unknown and a larger number of neurons is generally used. In these cases (4.7) and (4.9), which update the weights of each neuron by examining its contribution to the minimization of the error function, can be very useful. For ease of implementation in cases of massive layered networks, it would be more preferable to compute the \( \mu' \) using only the \( R^z \)'s of the same layer. Equation (4.7) would then be written

\[
\mu'_i = \mu' \cdot \frac{N_i R^z(K)}{\sum_{j=1}^{N_i} R^z(K)}. \tag{4.10}
\]

V. EXAMPLES

A. Digital Image Halftoning

The accuracy of the proposed algorithm in estimating the weights of a single layer network is investigated first, by examining the use of a neural network in the problem of digital image halftoning. Image halftoning techniques create a bilevel image, whose average density mimics the one of a given continuous image. Let \( u_{m, n} \) be the given continuous image with values in the interval \([0, 1]\) and \( x_{m, n} \) the resulting bilevel one with values either 0 or 1. In the case where a sigmoidal nonlinearity is used, the values 0.1 and 0.9 are more appropriate than the 0 and 1 ones. The values -1 and 1 can also be used instead of 0 and 1. An error function for the image halftoning problem can depend on the difference between the continuous level image and an average density of the bilevel one

\[
u_{m, n} = \sum_{(i, j) \in R} w_{ij} x_{m-i, n-j} \tag{5.1}
\]

where \( R \) is the model support region and \( w_{ij} \) are the weight coefficients. If the above difference is equal to zero, then

\[
x_{m, n} = \sum_{(i, j) \in R-(0,0)} (-w_{ij}) x_{m-i, n-j} + w_{00} u_{m, n} \tag{5.2}
\]

where

\[
w_{ij} = \frac{w_{ij}}{w_{00}}, \quad w_{00} = \frac{1}{w_{00}}. \tag{5.3}
\]

However, \( x_{m, n} \) may take only bilevel values, thus a thresholding nonlinearity \( g \), such as a sharp sigmoidal one, can be included in the right-hand side of (5.2). Then the error function is, in case of an \((N \times N)\) image, the following sum of squares of

\[
Q = \sum_{m=1}^{N} \sum_{n=1}^{N} e_{m,n}^2 \tag{5.4}
\]

where

\[
e_{m,n} = x_{m, n} - g \left( \sum_{(i, j) \in R-(0,0)} (-w_{ij}) x_{m-i, n-j} + w_{00} u_{m, n} \right) = 0. \tag{5.5}
\]

Let us assume that we are given a pair of an original image \( u \) and a good halftoned version \( x \) of it. If we correspond the summation over \( r \) in (2.1)–(2.2) with summation over \( i \) and \( j \) in (5.4)–(5.5) and let \( M = 1 \) in (2.1), we may easily see that (5.4)–(5.5) represent a single neuron (perceptron) network, which is trained using as input and desired response the bilevel image \( x \) and as threshold the original image \( u \). A nonsymmetric half plane [18] model region \( R \) is used in this paper. This model region permits a space-recurvive generation of the bilevel image in the usual pixel-by-pixel form, using (5.2), after the weights \( w_{ij} \) have been estimated. The same technique can determine the weights of non-causal models, which lead to parallel implementations using Hopfield-type networks [22].

An 8-bit gray-scale (256×256) image and a bilevel one, which was provided by an error diffusion halftoning algorithm [23] were used as the \( u_{m, n} \) and \( x_{m, n} \) images in (5.5), respectively. The bilevel image is shown in Fig. 3. The proposed algorithm, as well as the momentum-backpropagation, were used to compute the unknown coefficients \( w' \) in (5.5). A part of the above-mentioned images, the square between pixels (170,170) and (210,210) was used to provide 1600 samples of input and desired output sequences. The error measure \( Q \), defined in (5.4) and normalized over the sum of the squares of the corresponding bilevel pixel values, was used to test the performance of the learning algorithms after each iteration. This error, expressed in decibels, is plotted in Fig. 4 as a function of the number of iterations. The number of errors and the corresponding values of \( Q \) after 100 iterations of both algorithms are given in Table I. The momentum algorithm was applied with parameters \( \mu \) in the interval \([0.1, 0.5]\) and a momentum factor equal to 0.9, its final performance being similar in all cases. For a value of \( \mu \approx 0.5 \), problems of stability appeared. The iterative and recursive versions of the least squares algorithm were used. The recursive version seemed to converge slightly faster than the iterative one, but the latter was more accurate and its overall performance was slightly better. It can easily be seen that in this example both versions outperformed the backpropagation algorithm in accuracy. Moreover, the computational complexity of all methods was comparable in this case, because a fast scheme of the least squares method [18] was feasible. It can be added that fast least squares schemes can also be useful in multilayer networks, if the inputs to hidden output units also follow a sliding window rule. This may be the case, when former values of these inputs, either in the spatial or in the temporal domain, are also used in the form of additional neuron outputs, for the training of the network.

Fig. 3. A bilevel image produced by a standard halftoning technique.
We used the whole image as testing data. Using the weight estimates $w'$ provided by the least squares algorithm and (5.2), the bilevel image shown in Fig. 5 was generated. A comparison of the images in Figs. 3 and 5 shows that the neural network has quite successfully learnt to perform image halftoning. The above-described recursive implementation of image halftoning, of course, has a higher complexity than the error-diffusion technique. In this paper it was used as an interesting example to examine the properties of the learning algorithm. Application of this algorithm to the estimation of the weights of other image models, which lead to efficient parallel implementations, is included in a forthcoming publication.

### TABLE I

<table>
<thead>
<tr>
<th>METHOD (100 ITERATIONS)</th>
<th>NUMBER OF ERRORS</th>
<th>NORMALIZED ERROR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative LS</td>
<td>114</td>
<td>-12.2</td>
</tr>
<tr>
<td>Recursive LS</td>
<td>122</td>
<td>-11.9</td>
</tr>
<tr>
<td>Backpropagation ($\nu=0.1$)</td>
<td>146</td>
<td>-11.3</td>
</tr>
<tr>
<td>Backpropagation ($\nu=0.3$)</td>
<td>152</td>
<td>-10.7</td>
</tr>
</tbody>
</table>

### B. The XOR Problem

This classical learning problem requires the use of at least one hidden layer in the network. The simplest form of such a network comprises three neurons, as is shown in Fig. 6. Four pairs of input and desired output patterns are used for its training

$$a: (0,0,0) \quad b: (0,1,1) \quad c: (1,0,1) \quad d: (1,1,0). \quad (5.6)$$

The following sequence of 20 patterns was generated and used as
Fig. 7. Average performance (10 cases) of the momentum-backpropagation algorithm with (a) \( \mu = 0.1 \); (b) \( \mu = 0.3 \); (c) \( \mu = 0.5 \); (d) \( \mu = 0.75 \); and (e) of the adaptive least squares algorithm.

Fig. 8. Average performance of the iterative least squares algorithm with (a) \( \mu = 0.1 \); (b) \( \mu = 0.3 \); (c) \( \mu = 0.5 \); and (d) of the adaptive version of it.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>Backpropagation</th>
<th>Iterative LS</th>
<th>Adaptive LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>ERROR (dB) 100 Iterations</td>
<td>-28</td>
<td>-52</td>
<td>-71</td>
</tr>
<tr>
<td>ERROR (dB) 500 Iterations</td>
<td>-72</td>
<td>-158</td>
<td>-246</td>
</tr>
<tr>
<td>ERROR (dB) 999 Iterations</td>
<td>-114</td>
<td>-276</td>
<td>-292</td>
</tr>
</tbody>
</table>

The input data for each iteration of the learning algorithms:

\[ b \rightarrow a \rightarrow c \rightarrow d \rightarrow a \rightarrow c \rightarrow b \rightarrow d \rightarrow a \rightarrow b. \]  

Ten different sets of initial weights were generated in the range \((-0.3, 0.3)\) by feeding a random number generator with different initial seeds. The backpropagation algorithm (Fig. 7(a)–(d)) was examined in the above cases with a momentum factor \( \eta = 0.9 \) and different values of \( \mu \). The iterative version of the least squares algorithm was also examined using the corresponding values of \( \mu \). An initial choice \( P_{\text{initial}}(0) = 100 \) was used, when applying the latter algorithm.

The performance of the least squares algorithm using the adaptive selection of \( \mu \) was also investigated. The criterion (4.1) was used, based on a simple halving technique for reducing \( \mu \), which proved equivalent to using a constant value of \( \mu = 0.5 \). Figs. 7 and 8 show the average normalized output error provided by the above techniques, expressed in decibels, as a function of the number of iterations. Table II summarizes the output error values after 100, 500, and 1000 iterations of the above algorithms. A value of \( \mu > 0.75 \) often led to an unstable behavior of the backpropagation algorithm. This result is in agreement with
similar results reported in [2]. The case of \( \mu = 0.9 \) was included in Table II for comparison purposes, by averaging the eight (out of the ten) cases, when convergence was obtained. In this example, the least squares algorithm had a better performance than backpropagation, being also less sensitive to initial conditions. A way to measure the convergence speed of the algorithm is to multiply the number of iterations required for convergence by the number of computations, either per iteration, or per iteration and neuron in a massively parallel environment, given in (2.7) and (3.13) for the backpropagation and the least squares algorithm respectively. It is very interesting to see that the adaptive selection of \( \mu_i \)'s has greatly increased the convergence speed of the least squares algorithm, without causing any stability problems, as would have caused the use of a higher constant value of \( \mu \). Furthermore, its performance was independent of the selected initial conditions,

\[
\sum_{m=1}^{M} \frac{\partial y(m)}{\partial w_{l-2}^{i}} \frac{\partial y(m)}{\partial w_{l-2}^{i}} = \sum_{m=1}^{M} \sum_{n=1}^{N_{l-1}} \frac{\partial y(m)}{\partial x_{n}^{l-1}} \left[ \frac{\partial x_{n}^{l-1}}{\partial w_{l-2}^{i}} \right] \left[ \frac{\partial x_{n}^{l-1}}{\partial w_{l-2}^{i}} \right]^{T} = c_{i}^{-1}c_{j}^{-1} \sum_{m=1}^{M} \sum_{n=1}^{N_{l-1}} \frac{\partial y(m)}{\partial x_{n}^{l-1}} \left[ \frac{\partial x_{n}^{l-1}}{\partial w_{l-2}^{i}} \right] \left[ \frac{\partial x_{n}^{l-1}}{\partial w_{l-2}^{j}} \right]^{T}
\]

in contrast to backpropagation, the performance of which heavily depended on the choice of initial conditions. It can also be mentioned that the above-described results favorably compare with corresponding results of the algorithm presented in [13].

VI. Conclusions

The development of a neural network learning algorithm, which is more powerful than conventional backpropagation, has been investigated in this paper. The algorithm was based on a modification of the Marquardt–Levenberg least-squares optimization method, which was suitable for the parallel updating of the input weights of each neuron in the network. A distributed, adaptive computation of the convergence rate parameter \( \mu \) was presented and combined with a search criterion, used in optimization techniques. A subject of further research, which is also suggested in a recent paper [24], is to examine the application of other powerful optimization methods, such as the conjugate gradient method [9]–[10], in efficient neural network forms and to further investigate the use of other efficient convergence criteria [19] in the massively parallel neural network optimization problem. Various examples from digital image halftoning and logical operations were used to illustrate the performance of the proposed algorithm. Similar results have been obtained, when examining other problems, such as the recognition of handwritten digits. The application of the proposed technique in more complex real-world problems needs to be further examined. The least squares technique is more elaborate than backpropagation. It was shown that for an important class of applications its computational complexity can be made similar to that of backpropagation, by using fast versions of it. A study of such applications is under investigation and constitutes another topic of research.

APPENDIX

We will prove (3.17) first by considering the (\( L-1 \)) layer. Let us define \( \beta_{ij}^{L-1} \) as follows:

\[
\beta_{ij}^{L-1} = \sum_{m=1}^{M} \sum_{n=1}^{N_{l-1}} \frac{\partial y(m)}{\partial w_{l-1}^{i}} \frac{\partial y(m)}{\partial w_{l-1}^{j}}^{T} = \beta_{ij}^{L-1} x_{i}^{L-1} x_{j}^{L-1}^{T}.
\]

Let us also note that each \( w_{l-1}^{j} \) affects the outputs \( y(m) \) through the hidden unit outputs \( x_{i}^{L-1} \) and the connections with weights \( w_{l-1}^{j} \). If we use definition (3.19) in (A.1), we can easily derive (3.17) and then let \( b_{ik}^{L-1} = \beta_{ik}^{L-1} \).

We will prove next (3.16) by considering the (\( L-2 \)) layer and using the chain rule to compute the required derivatives.

\[
\beta_{ij}^{L-2} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-2}} w_{in}^{L-1} \sum_{k=1}^{N_{l-2}} w_{kn}^{L-1} x_{k}^{L-1} x_{j}^{L-1}^{T}.
\]

Therefore,

\[
\beta_{ij}^{L-2} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-2}} \sum_{k=1}^{N_{l-2}} w_{in}^{L-1} w_{kn}^{L-1} \beta_{ik}^{L-3}.
\]

or

\[
\beta_{ij}^{L-2} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-2}} \sum_{k=1}^{N_{l-2}} w_{in}^{L-1} w_{kn}^{L-1} \beta_{ik}^{L-3}.
\]

where the definition (3.17) for \( \beta_{ik}^{L-1} \) was used.

Generalization of this procedure in the case of the \( t \)th layer is straightforward. In the case of the (\( L-3 \)) layer, for example,

\[
\sum_{m=1}^{M} \frac{\partial y(m)}{\partial w_{l-3}^{i}} \frac{\partial y(m)}{\partial w_{l-3}^{j}} = c_{i}^{-1}c_{j}^{-1} \sum_{m=1}^{M} \frac{\partial y(m)}{\partial x_{n}^{l-2}} \left[ \frac{\partial x_{n}^{l-2}}{\partial w_{l-3}^{i}} \right] \left[ \frac{\partial x_{n}^{l-2}}{\partial w_{l-3}^{j}} \right]^{T} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-2}} c_{i}^{-1} w_{in}^{L-2} \sum_{k=1}^{N_{l-2}} c_{j}^{-1} w_{kn}^{L-2} x_{k}^{L-2} x_{j}^{L-2}^{T}.
\]

Therefore,

\[
\beta_{ij}^{L-3} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-3}} \sum_{k=1}^{N_{l-3}} w_{in}^{L-2} w_{kn}^{L-2} \beta_{ik}^{L-4}.
\]

and using (A.2)–(A.3) we get

\[
\beta_{ij}^{L-3} = c_{i}^{-1}c_{j}^{-1} \sum_{n=1}^{N_{l-3}} \sum_{k=1}^{N_{l-3}} w_{in}^{L-2} w_{kn}^{L-2} \beta_{ik}^{L-4}.
\]
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A Digital Controlled Oscillator Based on Controlled Phase Shifting

GUILIANO DONZELLINI, DANIELE D. CAVIGLIA, GIANCARLO PARODI, DOMENICO PONTA, AND PAOLO REPETTO

Abstract—A new architecture for digital controlled oscillators is presented. Based on a controlled phase shifting principle, the novel oscillator shows phase and frequency characteristics comparable to those of simple accumulator-type rate multiplier based circuits. The strongest point of the proposed configuration is the possibility of a high clock frequency, also with conventional low-cost technologies. Due to its characteristics, it is especially suitable for applications involving synchronization of different systems. Its transfer characteristics, static, frequency resolution, and phase performance are evaluated and discussed. Results from computer simulation and functional verification are reported.

I. INTRODUCTION

The continuous advances in signal processing require the use of digital structures whose speed is of paramount importance. As an example, the transfer of standard coded signals between different systems is a common need, requiring synchronization among the systems themselves. Phase-locked loops (PLL) are often used to achieve this goal [1]–[4].

For technological reasons, PLL's are almost always implemented as analog circuits (APLL) or, sometimes, as hybrid circuits (ADPLL). As a result, such analog structures, connected to a usually completely digital system, constitute the weakest part of the system itself, because of the well-known problems of stability, sensitivity to noise, drift, etc.

Clearly, the trend in PLL's is toward the use of completely digital systems: Lindsey and Chie [5] offer a wide review of general problems and design options connected with the implementation of digital PLL (DPLL). In synchronization problems, the main obstacle is represented by the speed required to the digital components of the DPLL; often the specific structures used for its design constitute another important limitation in reaching high operating frequencies.

The aim of this paper is to contribute to the solution of these problems: a new architecture for oscillators employed in DPLL, the phase shifting digitally controlled oscillator (PSDCO), is presented.

Usually a square wave digital controlled oscillator (DCO) is based on a programmable down counter, used as a divider circuit [5], [6]. Frequencies generated are precise and stable, but their values are excessively discretized, as they are controlled by an integer parameter in an inversely proportional mode. In some cases, the designer has to resort to large ratio programmable dividers to reach a good frequency resolution, which would impractically high input clock frequencies for operation.

When minimum rms phase jitter is not a primary requirement, DCO's can be implemented with accumulator-type rate-multiplier circuits [7]. Output frequency is obtained taking up the carry signal of a circuit calculating the phase: a good frequency resolution can be reached by increasing the length of the phase accumulator register. In order to minimize phase irregularities, proportional to the master clock period time, an high input clock frequency is needed: this is limited, however, by the speed of the phase calculating circuit, which works at master clock rate. In addition, the output waveform is almost regular only if an output-by-two divider is employed: so, for a given application, the master clock frequency must double.

In the same class of rms phase jitter behavior, we find DCO's based on “add/delete” one clock cycle techniques, where phase can be easily controlled [8]–[10]. Phase control is obtained by adding or deleting one master clock cycle, then dividing down to reach an acceptable time-step/total-period ratio and duty cycle. Reported implementations usually do not provide direct control of DCO output frequency, as this structure is normally integrated in complete DPLL's. The basis add/delete circuit has to work
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