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Abstract. Personalization is a difficult problem related to fields and applica-
tions ranging from information retrieval to multimedia content manipulation. 
Challenge is greater, when trying to combine traditional personalization tech-
niques with novel knowledge representations like ontologies. This paper pro-
poses a novel contextual knowledge modeling, based on ontologies and fuzzy 
relations and exploits it in user profiling representation, extraction and use. The 
personalized results of the application of this methodology are then ranked ac-
cordingly. The performance of the proposed techniques is demonstrated 
through preliminary experimental results derived from a real-life data set. 

1. Introduction 
Personalization forms an interesting asset used in the field of information retrieval 
(IR), suffering though from information overload, since IR usually tends to select 
documents, many of which are barely related to the user’s wish [3]. Personalization 
uses information stored in user profiles, additionally to the user’s current search or 
query, to estimate the users’ wishes and select the set of relevant documents. In gen-
eral no common distinction exists between different profiling algorithms. Handling of 
personalized information may be decomposed into three tasks tackled within this 
work: i) design of appropriate knowledge representation, ii) design, development and 
application of profiling algorithm and iii) presentation and ranking of results. 

Successful extraction of user profiles, using ontological knowledge [5] is still con-
sidered an open issue, because it is difficult to apply in multimedia environments. In 
order to interpret user queries, we consider contextual information available from 
prior sets of user actions. We refer to this information as contextual knowledge or just 
context. This work deals with exploiting ontology-based contextual information, spe-
cifically aimed towards its use in personalization tasks. The structure of the paper is as 
follows: in section 2, we present our knowledge infrastructure, introducing the notion 
of fuzzy relations in ontologies. In section 3 we explain our user profiling algorithm 
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and we extract user preferences based on usage history, fuzzy hierarchical clustering 
and ontological knowledge. In section 4, we rank the retrieved results, while in section 
5 we provide early experimental results and in section 6 we present our conclusions. 

2. Ontology-based Knowledge Representation 
It is very difficult to create generic personalization solutions, without having a large 
knowledge at hand. Enriching this knowledge with contextual information results in a 
useful and representative set of user preferences. We define this set as the contextual-
ized set of user preferences. We restrict the notion of context in this work to the notion 
of ontological taxonomic context, defined on top of a “fuzzified” version of traditional 
ontologies. This context implements the necessary knowledge model and is strongly 
related to the notion of ontologies: an ontology can be seen as an attempt for modeling 
real-world (i.e. fuzzy) concepts and context determines the intended meaning of each 
concept, i.e. a concept used in different context may have different meanings. In gen-
eral, ontologies may be described as follows: 

{ }{ }, , , 1.. ,  
i jc cO C R i j n i j= ,  = ≠ , , {0,1} 1

i jc cR C C i …n: × → , =  (1) 

, where O  is an ontology, C  the set of concepts it describes and ,i jc cR  the semantic 

relation amongst two concepts ,i jc c C∈ .  
We define ontological context in the means of fuzzy taxonomic ontological rela-

tions. Although ontologies may contain any type of relations, only taxonomic relations 
are of our interest, since the use of such relations is necessary for the determination of 
the document’s context [1]. Additionally, accurate representation of real-life informa-
tion governed by uncertainty is only possible using fuzzy relations [6]. Consequently, 
we introduce a “fuzzified” definition of an ontology:  

{ }{ },( ) , ,  , 1.. ,  
i jc cF O C r i j n i j= = ≠ , , ,( ) : [0,1]

i j i jc c c cF R r C C= × →  (2) 

, where ( )F O  forms a “fuzzified” ontology, C  is the set of all possible concepts it 

describes and ( ), ,i j i jc c c cF R r=  denotes a fuzzy relation amongst two concepts.   

Unfortunately, current ontology languages (OWL, DL and plain RDF) are not pow-
erful enough to model such an ontology. Thus, we decided to enhance RDF, being a 
standardized, graph-modeled language, with novel characteristics like reification [7]. 
The proposed model is a graph, in which every node represents a concept and each 
edge between two nodes forms a contextual relation between the concepts. Addition-
ally, each edge has an associated degree of confidence, implementing fuzziness. De-
scribing the additional degree of confidence is carried out using “manual” reification, 
i.e. making a statement about the statement, which contains the degree information. In 
the next example concept holiday is related to concept sky with a fuzzy relation isRe-
latedTo and a degree of confidence equal to 0.75. Supposing an RDF namespace dom, 
we have:  



<rdf:Description rdf:about="#s1"> 
 <rdf:subject rdf:resource="&dom;holiday"/> 
 <rdf:predicate rdf:resource="&dom;isRelatedTo"/> 
 <rdf:object>rdf:resource="&dom;sky"</rdf:object> 
 <rdf:type rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Statement"/> 
 <context:isRelatedTo rdf:datatype="http://www.w3.org/2001/XMLSchema#float"> 
                          0.75</context:isRelatedTo> 
</rdf:Description>  

Following the above principles our knowledge model is able to utilize any type of 
real-life fuzzy relations between concepts. For personalization purposes, we utilize 
two of them, the specialization relation, Sp, and the part relation, P. Relation Sp is a 
fuzzy taxonomic relation on the set of concepts and Sp(x,y)>0 means that the meaning 
of x “includes” the meaning of y. Relation P is also a fuzzy taxonomic relation on the 
set of concepts and P(x,y)>0 means that y is a part of x. Combining the above rela-
tions, we construct a fuzzy taxonomic relation 1( )T Tr Sp P−= ∪ , which is suitable for 
the handling of user preferences. T implies that if the user query contains x, then T(x,y) 
indicates that documents that contain y will also be of interest. The transitive closure 
Tr  is necessary, since the union of transitive relations is not necessarily transitive [6]. 

3. User Profiling 
We illustrated the modeling of contextual dependence between concepts and relations 
using an RDF-based representation and a fuzzy taxonomic relation T. We continue 
with the presentation, extraction and use of user preferences. In compliance with the 
fuzzy notation presented in [6], we adopt the following formal representation of user 
preferences P : 

{ , }P U U+ −=  (3) 
where U + ,U −  refer to the set of positive and negative preferences, respectively. 
Following the sum notation for fuzzy sets [6] U +  and U −  are defined as follows: 

{ }jU U+ += , kj N∈ , /i iU c p− −= ∑ , ni N∈ , n C=  (4) 
k is the count of distinct positive preferences contained in the user profile, ijp+  is the 

degree of participation of concept ic  in jU + , ip−  is the degree of participation of 

concept ic  in U −  and /j i ijU c p+ += ∑ , ni N∈ , kj N∈ , n C= . 
This definition allows participation of a single concept in multiple preferences and 

to different degrees. As all relations existing in the ontology are defined on the set C 
of concepts, we define user preferences on the same set, i.e. user preferences are also 
concepts: P C⊆ .  

If the type of user action included in the user’s usage history demands it (like a 
search action), the set of documents presented to the user prior or after to that action 
is also preserved. These constitute the history documents associated to the specific 
user profile and user preferences are derived directly from them. Each history docu-
ment d is represented as a fuzzy set on the set of concepts that are related to it: 
0

1{ ,  ..,  }  nd c c C+ = ⊆ and preferences are mined by applying clustering algorithms 
on it. Most clustering methods belong to either partitioning or hierarchical, however 
the former require the number of clusters as input and thus are inapplicable [6]. The 
proposed approach may be decomposed into the following steps:  
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• Perform a fuzzy clustering of concepts in order to determine the count of distinct 
preferences that a history document is related to, according to the following steps: 

1. Turn each available concept into a singleton, i.e. into a cluster k  of its own. 
2. For each pair of clusters k1, k2 calculate their distance d(k1,k2). 
3. Merge the pair of clusters that have the smallest distance d(k1,k2). 
4. Continue at step 2, unless termination criteria are met; termination criterion 

most commonly used is a threshold for the value of d(k1,k2). 
• Find the user preferences that are related to each cluster. 
• Aggregate the findings for each cluster to acquire an overall result for each d . 

The key element of the above algorithm is the ability to define a unique distance 
among any pair of clusters, given the input space and the clustering features. We pro-
pose the following distance estimation: 
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, where ,i Fr i ∈ ¥ is the metric that compares the i-th feature, F the overall count of 
features, 1k  the cardinality of cluster k1 and μ a constant. Obviously, μ=1 approaches 
the mean value and μ=2 yields the Euclidean distance. 

Still, this clustering method creates only crisp clusters and does not allow for over-
lapping among the detected clusters. In real life, a concept is related to a preference 
with a degree in [0,1]  and is also related to more than one distinct preference, making 
“fuzzification” of the partitioning necessary. We construct a fuzzy classifier, in the 
means of a function : [0,1]kC C →  that measures the degree of correlation of a con-
cept c with cluster k. Then, we expand the detected crisp partitions to include more 
concepts. Partition k is replaced by cluster kfuzzy, following again the sum notation for 
fuzzy clusters: 

0
/ ( )fuzzy

k
c d

k c C c
+∈

= ∑  (6) 

Obviously kfuzzy⊇k. The set of preferences that correspond to a history document is 
the set of preferences that belong to any of the detected fuzzy clusters of concepts. 

4. Personalized Retrieval 
Once user profiles are obtained by extracting user preferences from the semantically 
analyzed usage history, our approach to preference-based content retrieval [2] is based 
on the definition of a matching algorithm that provides a personal relevance measure 
prm(x,u) of a document x for a user u. This measure is set according to the semantic 
preferences of the user, and the semantic annotations of the document. In our model, 
the semantics of documents in the retrieval space are assumed to be described by a set 
of weighted domain concepts, attached to the documents as annotations. 

The procedure for matching a content object to the user preferences is based on a 
cosine function for vector similarity computation. For this purpose, we build a vector-
based representation of user preferences from the fuzzy sets defined in the previous 



section. The user preference vector p is defined by i ij i
j

p p p+ −= −∑ , for each concept 

ci. Then the expected degree of preference of user u for a document x is computed by: 

( ) ( )prm , cos , x ux u x u
x u

⋅
= =  (7) 

, where x stands for the vector of annotations of the document, so that xi is the weight 
of the annotation of the document by each concept ci in the user profile. 

The measure above can be used as is to rank documents, based only on user prefer-
ences, as well as to personalize an explicit user query q, when combined with a query-
based score without personalization sim(x,q), to produce a combined ranking [4]. In 
our approach, we adopted the combSUM model, by which the two rankings are 
merged by a linear combination of the relevance scores: 

score (x,q,u) = λ · prm (x,u) + (1 – λ) sim (x,q), where λ∈[0,1] (8) 
The choice of the λ coefficient in (8) provides a way to gauge the degree of personal-
ization, ranging from λ=0 producing no personalization at all, to λ=1, where the query 
is ignored and results are ranked only on the basis of global user interests.  

5. Experimental Results 
In order to test the proposed techniques, we have conducted early experiments, which 
we describe next. The purpose of the experiments is to test the consistency of the 
preference learning by using them to personalize the output of a visual search engine 
on a corpus of images. The test measures the overall effectiveness of the preference 
learning approach described in section 3, followed by the personalized ranking step 
described in section 4. The dataset set up for the experiments included: 
• A sample “fuzzified” ontology, in RDF format, containing more than 1000 con-

cepts. Relationships between concepts were defined by relation T.  
• A set of 150 documents for usage tracking and preference learning, consisting of 

images with manual free-text annotations. A simple semantics extraction method 
was used to produce ontology-based metadata vectors from the textual annotations. 

• A second set of 100 images for querying and retrieval with similar characteristics, 
but separated from the first one, in order to show non-trivial results, i.e. the system 
being able to predict user preferences for images that were not available at the time 
the user’s interest for specific documents was monitored. 

Based on this corpus, the experiment consisted of the following steps: 
1. A subject selected 9 images from the first set of images displaying works of art, 

which had annotations by concepts such as chapel, fresco, tower, fabric, Padua 
and others. The concept vectors attached to the selected images are automatically 
stored by the system as history documents.  

2. The preferences extraction algorithm is applied and for the sake of simplicity the 
fuzzy hierarchical clustering method identifies only positive user preferences, i.e. 
U + , yielding: 1 / 0.91 / 0.88 / 0.90U health leaders art+ = + + . 

3. The subject is asked to provide preference-biased ground truth data for a “search 
for similar” query on the second document collection, the query consisting of a 



photo showing a horse. The user classifies each picture in the collection as relevant 
or non-relevant for the query, according to his own biased judgement. 

4. The personalized search algorithm is run on the same query and collection, using 
an image-based search engine, the output of which is re-ranked by preference as 
described in section 4. 
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Figure 1. Recall/precision curve of the search with and without personalization 

Figure 1 shows the performance of the ranked search results returned in step 4, 
compared to the results obtained without personalization. The poor precision of the 
search without personalization at the lowest recall levels is due to the fact that the 
image-based retrieval algorithm returns initially irrelevant results. Overall experiments 
show that the proposed ontology-based personalization is particularly helpful in diffi-
cult multimedia retrieval tasks. 

6. Conclusions 
We have implemented and tested a personalized retrieval and ranking framework, that 
can be exploited towards the development of more efficient personalization environ-
ments. Its core contribution has been the provision of personalized access to multime-
dia content. We based our efforts on a novel “fuzzified” ontological knowledge 
model, utilizing contextual information and fuzzy taxonomic relations, towards repre-
senting, extracting and using of user preferences. Early results on personalized content 
retrieval are very promising and form an interesting perspective. 
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