
 
 

 

  

Abstract— Since facial expressions are a key modality in 
human communication, the automated analysis of facial images 
and video for the estimation of the displayed expression is 
central in the design of intuitive and human friendly computer 
interaction systems. In this paper we present an intelligent 
feature extraction system which combines analysis from 
multiple channels based on their confidence, to result in better, 
error resilient facial feature boundary detection.  Neural 
networks are a key component of the system. Issues such as 
uncertainty and lack of confidence in the process of feature 
extraction are considered during the expression analysis and 
recognition. Various results are presented which illustrate the 
performance of the method. 

I. INTRODUCTION 
NTERPERSONAL communication is for the most part 
completed via the face. The face is the mean to identify a 

colleague or friend, to assist interpretation of what has been 
said via lip reading, and to understand someone's emotional 
state and intentions on the basis of the shown facial 
expression. Despite common belief, social psychology 
research has shown that conversations are usually dominated 
by facial expressions, and not spoken words, indicating the 
speaker’s predisposition towards the listener. Mehrabian 
indicated that the linguistic part of a message, that is the 
actual wording, contributes only for seven percent to the 
effect of the message as a whole; the paralinguistic part, that 
is how the specific passage is vocalized, contributes for 
thirty eight percent, while facial expression of the speaker 
contributes for fifty five percent to the effect of the spoken 
message [1]. This implies that the facial expressions form the 
major modality in human communication. 

In most real-life applications nearly all video media have 
reduced vertical and horizontal color resolution. A 4:2:0 
video signal (eg. H-261, MPEG-2 where Cr and Cb are each 
sub-sampled by a factor of 2 both horizontally and vertically) 
is still considered to be a very good quality signal; moreover, 
the face usually occupies only a small percentage of the 
whole frame and illumination is far from perfect. When 
dealing with such input we have to accept that color quality 
and video resolution will be very poor.  

While it is usually feasible to detect the presence and 
location of face and all facial features with high accuracy, it 
is very difficult in such conditions to find the exact boundary 
of each one (eye, eyebrow, mouth) in order to estimate its 
de-formation from a neutral-expression frame [2].  
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To accommodate for such problems, in this work we pro-
pose an intelligent facial feature extraction method which 
relies on the fusion of several facial feature masks derived 
from multiple feature extractors. Various neural network 
components are included in this approach, with a committee 
machine based fusion process, providing the facial feature 
values that are further exploited in a fuzzy and possibilistic 
rule based system for effective facial expression recognition. 

II. FEATURE EXTRACTION 

A. Overview 
An overview of the system is given in Fig. 1. At first face 

detection is performed using nonparametric discriminant 
analysis with a Support Vector Machine (SVM) [3], which 
classifies face and non-face areas by reducing the training 
problem dimension to a fraction of the original with 
negligible loss of classification performance. The face 
detection step provides us with a rectangle head boundary 
which includes the whole face area. The latter is segmented 
roughly using static anthropometric rules [4] into three 
overlapping rectangle regions of interest which include both 
facial features and facial background; these three feature-
candidate areas include the left eye/eyebrow, the right 
eye/eyebrow and the mouth. Continuing, we utilize these 
areas to initialize the feature extraction process. Facial 
feature extraction performance depends on head pose, thus 
head pose needs to be detected and the head restored in the 
upright position; in this work we are mainly concerned with 
roll rotation, since it is the most frequent rotation 
encountered in real life video sequences.  

 

 
Fig. 1.  Diagram of the proposed methodology 

 
 To estimate the head pose we first locate the left and right 

eyes in the detected corresponding eye candidate areas. After 
locating the eyes, we can estimate head roll rotation by 
calculating the angle between the horizontal plane and the 
line defined by the eye centers. For eye localization we 
propose an efficient technique using a feed-forward 
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backpropagation neural network with a sigmoidal activation 
function. The multi-layer perceptron (MLP) we adopted 
employs Marquardt-Levenberg learning [5][6] while the 
optimal architecture obtained through pruning has two 20 
node hidden layers and 13 inputs.  
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Fig. 2.  (a) A typical 80x44 color eye image, (b)-(n) 
Neural Network inputs. (b)(c)(d) Y/Cr/Cb channels, 

(e)-(n) 10 most important DCT coefficients calculated 
in 8x8 blocks and stitched together for illustration 

purposes. 
We apply the network separately on the left and right eye-

candidate face regions. For each pixel in these regions the 13 
inputs to the neural network are the luminance Y, the Cr & 
Cb chrominance values and the 10 most important DCT 
coefficients (with zigzag selection) of the neighboring 8x8 
pixel area, depicted in Fig. 2. Using alternative input color 
spaces such as Lab, RGB or HSV to train the network, has 
not changed its distinction efficiency. The MLP has two 
outputs, one for each class, namely eye and non-eye, and it 
has been trained with more than 100 hand-made eye masks 
that depict eye and non-eye area in random frames from the 
ERMIS and HUMAINE [7],[8] databases, in images of 
diverse quality, resolution and lighting conditions. 
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Fig. 3.  (a) left eye input image  (b) network output on  
left eye, darker pixels correspond to higher output 

 
The output of the aforementioned network, depicted in 

Fig. 3 is used to locate the eyes and is also combined with 
other feature detectors in the fusion process described below, 
to create facial feature masks, i.e. binary maps indicating the 
position and extent of each facial feature. The left, right, top 
and bottom–most coordinates of the eye and mouth masks, 
the left, right and top coordinates of the eyebrow masks as 
well as the nose coordinates, are used to define the 
considered feature points (FPs).  

For the nose and each of the eyebrows, a single mask is 
created. On the other hand, since the detection of eyes and 
mouth can be problematic in low-quality images, a variety of 
methods is used each resulting in a different mask. In total, 
we have four masks for each eye and three for the mouth. 
These masks have to be calculated in near-real time, thus  
avoiding to utilize complex or time-consuming feature 
extractors. The use of the afore-mentioned neural network 
greatly serves this scope. The feature extractors developed 
for this work are briefly described in the following. 
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Fig. 4.  (a):original frame, (b),(c),(d),(e): the four detected masks,  
(f):final mask for the eyes, (g):all detected feature points from the final 
masks 

B. Mask Extraction 
Eyebrows are detected with a procedure involving 

morphological edge detection and feature selection using 
data from [4]. Nose detection is based on nostril localization.  



 
 

 

 
Table I Mask fusion examples on the left eye  

with corresponding validation tags and detected feature points. 
Seq. 
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 Dbp: 58 px  Dbp: 58 px  Dbp: 96 px  Dbp: 36 px  
Dbp denotes bipupil breadth in pixels and is quoted as an image resolution indicative 

e

iM denotes eye mask i 
e

nnM denotes the neural network output, 
e

fM denotes the final mask 

 
Nostrils are easy to detect due to their low intensity [9]. 

Connected objects (i.e. nostril candidates) are labeled based 
on their vertical proximity to the left or right eye, and the 
best pair is selected according to its position, luminance and 
geometrical constraints from [4]. 

For the eyes the following masks are constructed: 
• A refined version of the original neural-network derived 

mask. The initial eye mask provided by the neural network is 
extended by using an adaptive low-luminance threshold on 
an area defined from the neural network high-confidence 
output. This mask includes the top and bottom eyelids in 
their full extent that are usually missing from the initial 
mask. (Fig. 4e) 

• A mask expanding in the area between the upper and 
lower eyelids. Since the eye-center is almost always detected 
correctly by the neural network, the horizontal edges of the 
eyelids in the eye area are used to limit the eye mask in the 
vertical direction. A modified Canny edge operator is used 
due to its property of providing good localization. The 
operator is limited to ignore movements in the most vertical 
directions. (Fig. 4b) 

• A region-growing technique that takes advantage from 
the fact that texture complexity inside the eye is higher 
compared to the rest of the face. This process consists of 
thresholding the iteratively reduced grayscale eye image with 
its 3x3 standard deviation map, while the resulting binary 
eye mask center remains close to the original. This process is 
found to perform very well for images of very-low resolution 
and low color quality. (Fig. 4c) 

• A mask computed using the normal probability of 
luminance using a simple adaptive threshold on the eye area. 
This mask includes the darkest areas of the eye area which 
usually include the sclera and eyelashes but can extend 
outside the eye area when illumination is not uniform, thus it 
is cut vertically at its thinnest points from both sides of the 
eye centre and the convex hull of the result is used. (Fig. 4d) 

Finding the extent of a closed mouth in a still image is a 
relatively easy accomplished task [10]. In case of an open 
mouth, several methods have been proposed which make use 
of intensity [11] or color information [12]. In this work, we 
propose three different approaches that are then fused in 
order to produce the final mask: 

• An MLP neural network is trained to identify the mouth 
region using the neutral image. The network has similar 
architecture as the one used for the eyes. The training data 
are acquired from the neutral image (where the mouth is 
closed) as follows: the mouth-candidate region of interest 
(ROI) is first filtered with Alternating Sequential Filtering by 
Reconstruction to simplify and create connected areas of 
similar luminance. Simple but effective luminance 
thresholding is then used to find the area between the lips in 
the neutral image where the mouth is closed. This area is 
dilated vertically and the data depicted by this area are used 
to train the network. 

• An horizontal morphological gradient is calculated in 
the mouth area and the longest connected object which 
comply with constraints from [4] and the nose position is 
selected as a possible mouth mask 



 
 

 

This final approach takes advantage of the relative low 
luminance of the lip corners and contributes to the correct 
identification of horizontal mouth extent which is not always 
detected by the previous methods in cases of smiling and 
apparent teeth. A short summary of the procedure is as 
follows: The image is simplified and thresholded and 
connected objects are labeled. Two cases are examined 
separately: either we have no apparent teeth and the mouth 
area is denoted by a cohesive dark area or there are teeth and 
thus two dark areas appear at both sides of the teeth. In the 
first case mouth extend is straightforward to detect; in the 
latter mouth centre proximity of each object is assessed 
through [4] and the appropriate objects are selected. The 
convex hull of the result is then merged through 
morphological reconstruction with an horizontal edge map to 
include the upper and bottom lips. The result is the third 
mouth mask. 

Since, as we already mentioned, the detection of a mask 
using  the applied methods can be problematic, all detected 
masks have to be validated against a set of criteria. Each one 
of the criteria examines the masks in order to decide whether 
they have acceptable size and position for the feature they 
represent. This set of criteria consists of relative 
anthropometric measurements, such as the relation of the eye 
and eyebrow vertical positions, which when applied to the 
corresponding masks produce a value in the range [0,1] with 
zero denoting a totally invalid mask.  

For the features for which more than one masks have been 
detected using different methodologies, the multiple masks 
have then to be fused together to produce a final mask. The 
choice for mask fusion, rather than simple selection of the 
mask with the greatest validity confidence, is based on the 
observation that the methodologies applied in the initial 
masks’ generation produce different error patterns from each 
other, since they rely on different image information or 
exploit the same information in fundamentally different 
ways. Thus, combining information from independent 
sources has the property of alleviating a portion of the 
uncertainty present in the individual information 
components.  

 
Fig. 5.  Dynamic Committee Machine Architecture 

 
The mask fusion approach described in the following is 

not bound to specific feature extractors; more and different 
extractors than those described above can be developed for 
each feature, as long as they provide better results in difficult 
situations where other extractors fail. The feature extractors 

briefly described above are the ones which were found to 
have the best performance taking also into account the lack 
of specific rules for extracting the facial areas, and the ability 
to use training data from the current environment so as to 
adapt the method to the local testbed characteristics. The 
fusion algorithm is based on a Dynamic Committee Machine 
(DCM) structure (depicted in Fig. 5 that combines the masks 
based on their validity confidence, producing a final mask 
together with the corresponding estimated confidence [13] 
for each facial feature. Each of those masks represents the 
best-effort result of the corresponding mask-extraction 
method used. The most common problems, especially 
encountered in low quality input images, are connection with 
other feature boundaries or mask dislocation due to noise. If 

comby is the combined machine output and t the desired 
output it has been proven in the committee machine (CM) 
theory [14] that the combination error comby t− from 
different machines fi is guaranteed to be lower than the 
average error: 

2 2 21 1( ) ( ) ( )comb i i comb
i i

y t y t y y
M M

− = − − −∑ ∑ (1) 

In a Static CM, the voting weight for a component is 
proportional to its error on a validation set. In DCMs, (Fig. 
5) input is directly involved in the combining mechanism 
through a Gating Network (GN), which is used to modify 
those weights dynamically. 

In our case, the final masks for the left eye, right eye and 
mouth, L Re e m, ,f f fM M M are considered as the machine output 
and the final confidence values of each mask for feature x 

fc
xM are considered as the confidence of each machine. 

Therefore, for feature x, each element x
fm  of the final mask 

x
fM is calculated from the n masks as: 
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The role of the gating variable ig is to favor the color-based 

feature extraction methods ( e
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1M ) in images of high 
color and resolution. In this stage, two variables are taken 
into account: image resolution and color quality. More 
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information about the used expression profiles can be found 
in [15].Table I illustrates mask fusion examples for the left 
eye where some of the masks are problematic. Validity 
values refer to the corresponding mask anthropometric 
validation value while Dbp is quoted as an indication of the 
sequence resolution. For illustration purposes the feature 
points extracted from the final masks are presented verifying 
the precise extraction of the features and feature points, 
based on the mask fusion process 

III. EXPRESSION ANALYSIS 
The feature masks are used to extract the Feature Points 

(FPs) considered in the definition of the FAPs, used in this 
work. Each FP inherits the confidence level of the final mask 
from which it derives; for example, the four FPs (top, 
bottom, left and right) of the left eye share the same 
confidence as the left eye final mask. Continuing, FAPs can 
be estimated via the comparison of the FPs of the examined 
frame to the FPs of a frame that is known to be neutral, i.e. a 
frame which is accepted by default as one displaying no 
facial deformations. For example, FAP 

37F (squeeze_l_eyebrow) is estimated as: 

37 4.5 3.11 4.5 3.11
n nF FP FP FP FP= − − −  (4) 

where n
iFP , iFP  are the locations of feature point i  on the 

neutral and the observed face, respectively, and 

i jFP FP−  is the measured distance between feature 

points i  and j .   
Obviously, the uncertainty in the detection of the feature 

points propagates in the estimation of the value of the FAP 
as well. Thus, the confidence in the value of the FAP, in the 
above example, is estimated as  

37 4.5 3.11min( , )c c cF FP FP=  (5) 
On the other hand, some FAPs may be estimated in different 
ways. For example, FAP 31F is estimated as: 

1
31 3.1 3.3 3.1 3.3

n nF FP FP FP FP= − − −  (6) 

or as 
2

31 3.1 9.1 3.1 9.1
n nF FP FP FP FP= − − −  (7) 

 
As argued above, considering both sources of information 

for the estimation of the value of the FAP alleviates some of 
the initial uncertainty in the output. Thus, for cases in which 
two distinct definitions exist for a FAP, the final value and 
confidence for the FAP are as follows: 

1 2

2
i i

i
F FF +

=  (8) 

The amount of uncertainty contained in each one of the 
distinct initial FAP calculations can be estimated by 

1 11 c
i iE F= −  (9) 

for the first FAP and similarly for the other. The uncertainty 
present after combining the two can be given by some t -
norm operation on the two: 

1 2( , )i i iE t E E=  (10) 
The Yager t -norm with parameter w=5 gives reasonable 
results for this operation: 

( )( )1 21 min 1, (1 ) (1 )
ww w

i i iE E E= − − + −  (11) 

The overall confidence value for the final estimation of the 
FAP is then acquired as 

1c
i iF E= −  (12) 

Using statistical analysis of the FAP values over well known 
facial expression datasets, a set of expression profiles has 
been derived that can be used for facial expression 
recognition [14]. A fuzzy rule based expression recognition 
system has been derived thereafter [15]. 

While evaluating the expression profiles, FAPs with 
greater uncertainty must influence less the profile evaluation 
outcome, thus each FAP must include a confidence value. 
This confidence value is computed from the corresponding 
FPs which participate in the estimation of each FAP. 

Finally, FAP measurements are transformed to antecedent 
values jx  for the fuzzy rules using fuzzy numbers defined 

for each FAP, and confidence degrees c
jx  are inherited from 

the FAP: 
c c
j ix F=  (13) 

where iF  is the FAP based on which antecedent jx  is 
defined. More information about the expression profile 
based fuzzy recognition system can be found in [15],[16]. 

IV. POSSIBILISTIC RULE EVALUATION 

In the process of exploiting the knowledge contained in the 
fuzzy rule base and the information extracted from each 
frame in the form of FAP measurements, with the aim to 
analyze and classify facial expressions, a series of issues has 
to be tackled: 

FAP degrees need to be considered in the estimation of 
the overall result. 

The case of FAPs that cannot be estimated, or equivalently 
are estimated with a low degree of confidence, needs to be 
considered. 

The activation of contradicting rules needs to be 
considered. 

The conventional approach to the evaluation of fuzzy rules 
of the form 1 2IF , , ...,  THEN nx x x y  is as follows [17]: 

1 2( , ,..., )ny t x x x=  (14) 
where t  is a fuzzy t -norm, such as the minimum  

1 2 1 2min( , ,..., ) ( , ,..., )n nt x x x x x x=  (15) 
the algebraic product  



 
 

 

1 2 1 2( , ,..., ) ...n nt x x x x x x= ⋅ ⋅ ⋅  (16) 
the bounded sum  

1 2 1 2( , ,..., ) ... 1n nt x x x x x x n= + + + + −  (17) 
and so on. Another well known approach in rule 

evaluation is described [18] and utilizes a weighted sum 
instead of a t -norm in order to combine information from 
different rule antecedents: 

1 1 2 2 ... n ny w x w x w x= + + +  (18) 
Both approaches are well studied and established in the 

field of fuzzy system analysis. Still, they are not adequate for 
the case of facial expression estimation: their main 
disadvantage is that they assume that all antecedents are 
known, i.e. that all features are measured successfully and 
precisely. In the case of facial expression estimation, FAPs 
may well be estimated with a very low confidence, or not 
estimated at all, due to low video quality, speech 
interference, occlusion, noise and so on. Thus, a more 
flexible rule evaluation scheme is required, that is able to 
incorporate such uncertainty as well.  

Moreover, the second one of the conventional approaches, 
due to the summation form, has the disadvantage of possibly 
providing a highly activated output even in the case that an 
important antecedent is known to be missing; obviously it is 
not suitable for the case examined in this paper, where the 
non activation of a FAP automatically implies that the 
expression profiles that require it are not activated either. 
Therefore, the flexible rule evaluation scheme that we 
propose is in fact a generalization of the t -norm based 
conventional approach. 

In the t -norm operation described in equation (14), 
antecedents with lower values affect most the resulting value 
of y , while antecedents with values close to one have trivial 
and negligible affect on the value of y . Having that in mind, 
we can demand that only antecedents that are known with a 
high confidence will be allowed to have low values in that 
operation. More formally, we demand that the degree ( )k x  
to which antecedent x  is considered in the operation is low, 
i.e. its complement ( )( )c k x  is high, only when the 

confidence cx  with which the value of x  is known is high 
and the value of x  is low. This can be expressed as: 

( )( ) ( )cc k x x c x= ∩  (19) 
where c is a fuzzy complement. Applying de Morgan’s 

law we have that the degree to which antecedent x  is 
considered is: 

( ) ( )ck x c x x= ∪  (20) 
It is easy to see that equation (20) satisfies the desired 

marginal conditions: when 1cx → , then ( ) 0cc x →  and 

( )k x x→ , i.e. the antecedent is considered normally, 

while when 0cx → , then ( ) 1cc x →  and ( ) 1k x → , i.e. 
the antecedent is not allowed to affect the overall evaluation 
of the rule; the formula that provides the overall evaluation 
assumed in this discussion is the one followed by the 
conventional approach, with the exception that antecedents 
participate with their considered values: 

( )1 2( ), ( ),..., ( )ny t k x k x k x=  (21) 
It is easy to see that in the case that all antecedents are 

known with a confidence of one the rule will be evaluated in 
the same way as in the conventional methodology. When, on 
the other hand, all antecedents are known with a confidence 
of zero, i.e. when no information is available, the rule will be 
evaluated with a degree of one. Thus, the activation level of 
a rule with this approach can be interpreted in a possibilistic 
manner, i.e. it can be interpreted as the degree to which the 
corresponding output is possible, according to the available 
information; in the literature, this possibilistic degree is 
referred to as plausibility. 

As far as the confidence in the calculated output is 
concerned, the conventional approach always displays a total 
confidence in the output, which originates from the 
assumption that all inputs are precisely known. In the 
extended approach followed herein, where we accept that 
one or more of the rule antecedents may be unknown or 
known with a confidence other than one, it does not make 
sense to always have total confidence in the calculated 
output. Quite the contrary, the calculated output is only 
complete in information when associated with a 
corresponding degree of confidence. 

The confidence is determined by the confidence values of 
the utilized inputs, i.e. by the confidence values of the rule 
antecedents, as follows: 

1 2
1 ...c c c c

ny x x x
n

= + + +  (22) 

The definition of cy  in this manner has the desired effect 

that 0cy =  is equivalent to the complete lack of 
information, as it can only happen when all inputs are known 
with confidence zero; this property is essential in 
possibilistic reasoning. 

The belief should be high when plenty of information is 
available during the evaluation of the rule, and that 
information suggests that the rule should be activated. The 
amount of information that was available during the 
evaluation of the rule is provided by the calculated 
confidence value, while the degree to which this information 
suggests that the specific rule should be activated is provided 
by the activation level. Thus, the complete possibilistic 
representation of the calculated output is provided as: 

( , )cBel t y y=  (23) 

Pl y=  (24) 



 
 

 

The extreme cases are 1Bel Pl= = , which occurs when 

1cy y= =  and implies absolute confidence that the specific 
profile is the one perfectly matching the observed face, 

0Bel Pl= = , which occurs when 0y =  and implies 
absolute confidence that the specific profile is not one 
matching the observed face and 0Bel = , 1Pl =  which 

occurs when 1y = , 0cy =  and implies absolute ignorance. 
The case of activation of multiple and incompatible rules of 
the rule base is not an issue for our approach. In that case it 
is expected that confidence values will be low, which can be 
interpreted as the case in which, due to poor performance of 
the image processing module, more than one possible 
outputs cannot be ruled out. Still, the belief that they are 
indeed the ones matching the observed face, as reported by 
equation (23), will be low. 

V. EXPERIMENTAL RESULTS 

A. Feature Extraction 
A way to evaluate our feature extraction performance is 

the modified Williams’ Index (WI)  [19] which compares the 
agreement of an observer with the joint agreement of other 
observers and also deals with multivariate data. The 
modified WI divides the average number of agreements 
(inverse disagreements, Dj,j’) between the computer 
(observer 0) and n-1 human observers (j) by the average 
number of agreements between human observers:  

1

1 ': '0, , '

1 2 1
( 1)

n

n
j j j j jj j j

WI
D n n D= >

=
−∑ ∑ ∑  (25) 

and in our case we define the average disagreement between 
two observers j,j’ as: 

1
, ' '

x x
j j bp j jD D M M−= ©  (26)  

where ©  denotes the pixel-wise xor operator, x
jM denotes 

the cardinality of feature mask x constructed by observer j, 
and bpD is the bipupil breadth, used as a normalization factor 

to compensate for camera zoom on video sequences. 
 

 
Fig. 6.  Williams Index distribution  

(average on eyes and mouth) 
From a dataset of about 50000 frames, 250 frames were 

selected at random and the 19 FPs were manually selected 
from two observers. WI was calculated using (25) for each 
feature and for each frame separately. Distribution of the 
average WI calculated over the two eyes and mouth is shown 
in. Fig. 6. 

B. Expression Recognition 
In order to experimentally validate the approach proposed 

in this paper, we have used the software prototypes and 
datasets of ERMIS and HUMAINE as a test bed. Since the 
corresponding datasets were created by engaging participants 
to emotional dialogue, facial expressions in these sets were 
not acted but are mostly naturalistic. In this case, even 
manual expression categorization into the four quadrants is 
often difficult, when relying only on the visual cue. A way to 
enhance the recognition performance is to have a measure of 
a frame’s expressiveness, before the actual expression 
recognition is performed. The latter was realized by first 
extracting audio tunes (a tune being the portion of the pitch 
contour that lies between two audio pause boundaries [20], 
and then performing expression analysis on the most 
expressive frame in each tune. Expressiveness is measured as 
a deviation from the neutral state. If we denote as n

jF  a 

vector containing j-ith FAP value of the neutral frame and 
as i

jF  the j-ith FAP value from frame i, then from each tune 

we select the frame that satisfies equation (27): 

1

arg max
i

n
i n
j j

j

i F F
=

= −∑  (27) 

We evaluated our data in both the full data set, and the 
automatically chosen “expressive” data subset from a total of 
about 30000 frames. Expression analysis results were tested 
against manual multimodal annotation and the results are 
presented in Table II. 

TABLE II 
RECOGNITION RESULTS 

Full set Expressive subset 
Probabilistic Possibilistic Probabilistic Possibilistic 

27.8% 38.5% 65.1% 78.4% 
 Annotator Dissagreement  
 20.01%  

 
As shown in the last column of Table III, even the human 

experts classifying the frames in order to generate the ground 
truth make different evaluations once every five frames, 
which is clearly indicative of the ambiguity of the procedure. 
From the comparative study of the conventional and 
proposed systems’ performance on the remaining frames, as 
shown in the first four columns, it is also clear that the 
proposed approach outperforms its predecessor. Finally, it is 
worth underlining that this system achieves a 78% 
classification rate while operating based solely on expert 
knowledge provided by humans in the form of fuzzy rules, 
without weights for the rule antecedents. Allowing for the 
specification of antecedence importance as well as for rule 



 
 

 

optimization through machine learning is expected to 
provide for even further enhancement of the achieved results. 

VI. CONCLUSIONS 
An intelligent approach to facial feature extraction for 
expression recognition purposes has been presented in this 
paper. Neural networks have been used in the feature 
extraction procedure, providing the approach with adaptation 
to specific data regarding the subject or environmental 
conditions. A committee machine approach has been used to 
fuse the results with different masks, while an 
anthropometric measure has been used to provide confidence 
values to the obtained facial features. The involved 
uncertainty is handled in the following through the use of a 
fuzzy rule based system and a possibilistic rule evaluation 
procedure that is proposed and used in the paper. The whole 
approach indicates the ability of neural networks and 
machine learning techniques to provide efficient solutions to 
real life multimedia analysis and human computer interaction 
applications. 
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