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Abstract. This paper presents an approach on high-level feature de-
tection using a region thesaurus. MPEG-7 features are locally extracted
from segmented regions and for a large set of images. A hierarchical
clustering approach is applied and a relatively small number of region
types is selected. This set of region types defines the region thesaurus.
Using this thesaurus, low-level features are mapped to high-level con-
cepts as model vectors. This representation is then used to train support
vector machine-based feature detectors. As a next step, latent semantic
analysis is applied on the model vectors, to further improve the anal-
ysis performance. High-level concepts detected derive from the natural
disaster domain.

1 Introduction

High-level concept detection in both image and video documents remains still
an unsolved problem. However, due to the continuously growing volume of au-
diovisual content, this problem attracts a lot of interest within the multimedia
research community. Its two main and most interesting aspects appear the se-
lection of the low-level features that will be extracted and the approach that
will be used for assigning these low-level descriptions to high-level concepts, a
problem commonly referred to as the “Semantic Gap”.

There exist plenty of works towards the solution of this problem. In [1] a
multimedia analysis and retrieval system using multi-modal machine learning
techniques in order to model semantic concepts in video is presented. Moreover,
in [2], a region-based approach in content retrieval that uses Latent Semantic
Indexing (LSI) techniques is presented. In [3] the features are extracted by seg-
mented regions of an image. Also, in [4], a region-based approach is presented,
that uses knowledge encoded in the form of an ontology. Moreover, a hybrid the-
saurus approach for semantic object recognition and identification within video
news archives is presented in [5]. Finally, a lexicon, used in an approach for an
interactive video retrieval system is presented in [6].



Fig. 1. An input image and its coarse segmentation.

2 Low-Level Feature Extraction

For the representation of the low-level features, descriptors from the MPEG-7
standard [7] were used and more specifically, the Color Layout Descriptor, the
Scalable Color Descriptor, the Color Structure Descriptor and the Homogeneous
Texture Descriptor. For the extraction of the aforementioned descriptors, the
MPEG-7 eXperimentation Model (XM)[8] was used.

Instead of extracting descriptors globally, the color and texture descriptors
are extracted from image regions. A multiresolution variation of the RSST color
segmentation algorithm [9] is first applied, tuned to produce a coarse segmenta-
tion. This way, one can intuitively describe the image with respect to the image
segments. To explain this, an input image along with its coarse segmentation
is depicted in figure 1. In this example, one could easily describe the input im-
age as a set of regions. Here a user could see “a light blue region” (sky), “two
green regions” (vegetation), “an orange region” (fire) etc. Then, the MPEG-7
descriptors are extracted locally, from each image region.

3 Region Thesaurus Construction

Given the entire set of images and their extracted low-level features as described
in section 2, it is rather obvious that regions belonging to similar semantic con-
cepts, also have similar low-level descriptions. Also, images that contain the same
semantic concepts include similar regions. To exploit these observations, we try
to formalize an image description in terms of the regions it is consisted of.

A hierarchical clustering algorithm [10] is applied on the low-level descrip-
tions of all the regions that occur from segmenting all images from the training
set. After this clustering, the number of clusters to keep is selected experimen-
tally. This way, by keeping the centroids of those clusters, we select the more
often encountered regions. These regions will be referred to as “region types”
and form the region thesaurus. Its purpose is to formalize a conceptualization
between the low and the high-level features and facilitate their association.

Each region type is represented as a feature vector that contains all the
extracted low-level information for it. As it is obvious, a low-level descriptor
does not carry any semantic information. On the other hand, a high-level concept



carries only semantic information. A region type lies in-between and contains the
necessary information to formally describe the color and texture features, but
can also be described with a “lower” description than the high-level concepts.
I.e., one can describe a region type as “a green region with a coarse texture”.

After this clustering procedure, we can easily observe that each cluster may
or may not contain regions from the same high-level feature and regions from
the same high-level feature may be encountered in more than one clusters. For
example, the high-level concept vegetation can have more than one instances
differing in i.e. the color of the leaves of trees. Moreover, in a cluster that contains
instances from the semantic entity i.e. sea, these instances could be mixed up
with parts from i.e. sky.

4 Image Analysis

Having calculated the distance of each region of the image to all the words of
the constructed thesaurus we construct a model vector to semantically describe
the visual content of the image, in terms of the region thesaurus. This vector
is formed by keeping the smaller distance for each region type among all image
regions. The distances are calculated using the MPEG-7 XM [8] and linearly
combined. Let: d1

i , d
2
i , ..., d

j
i , i = 1, 2, 3, 4 and j = NC , where NC is the number

of region types and dj
i the distance of the i-th region of the clustered image to

the j-th region type. Then, the model vector Dm is described by equation 1.

Dm = [min{d1
i },min{d2

i }, ..., min{dNC
i }], i = 1, 2, 3, 4 (1)

Using these model vectors to describe low-level image features, we train one
Support Vector Machine for each high-level concept. We also perform experi-
ments using a Latent Semantic Analysis [11](LSA) approach. This way, we try
to exploit the relationships between the high-level concepts and the region types
they contain more often. Images correspond to documents and region types to
terms. This way, the co-occurrence matrix is formed. Then, matrices Σ and U
are determined using the training set of images. The value of k is selected exper-
imentally. Finally, each input model vector is driven to the concept space. This
way, the model vectors are transformed and used to train the concept detectors.

5 Experimental Results

For the evaluation of the presented framework a dataset1 from various images
collected from the world wide web. This set consists of approximately 600 images
from the following semantic classes: fire, rocks, smoke, snow, trees, water. A
separate detector was trained for each concept. Results are shown in table 1,
before and after the application of Latent Semantic Analysis. The presented
approach was also tested on TRECVID 2007 [12] development data for the same
concepts. Considering the complexity of the TRECVID data, the results appear
promising.
1 Special thanks to Javier Molina for sharing his collection.



Table 1. Accuracy for all 6 concepts. Set 1 contains images collected from the web,
set 2 from TRECVID 2007 development data.

Concept Set 1 Without LSA Set 1 With LSA Set 2 Without LSA Set 2 With LSA
Fire 76.0% 84.0% 20.0% 46.0%

Rocks 69.5% 73.9% 21.0% 63.0%
Smoke 60.0% 64.0% - -
Snow 80.9% 90.5% 46.0% 72.0%

Vegetation 94.7% 89.4% 31.0% 47.0%
Sea 65.3 % 72.0% - -
Sky 72.0 % 75.0% 41.0% 47.0%
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