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Abstract This paper investigates the use of a gaze-based
interface for testing simple shared attention behaviours dur-
ing an interaction scenario with a virtual agent. The inter-
face is non-intrusive, operating in real-time using a standard
web-camera for input, monitoring users’ head directions and
processing them in real-time for resolution to screen coordi-
nates. We use the interface to investigate user perception of
the agent’s behaviour during a shared attention scenario. Our
aim is to elaborate important factors to be considered when
constructing engagement models that must account not only
for behaviour in isolation, but also for the context of the in-
teraction, as is the case during shared attention situations.

Keywords Shared attention · Gaze detection · Embodied
agents · Social behaviour

1 Introduction

Interfaces capable of detecting user behaviour and inferring
mental states are still not widespread, due to the requirement

Electronic supplementary material The online version of this article
(http://dx.doi.org/10.1007/s12193-009-0029-1) contains
supplementary material, which is available to authorized users.

C. Peters (�)
Department of Engineering and Computing, Coventry University,
Coventry, UK
e-mail: christopher.peters@coventry.ac.uk

S. Asteriadis · K. Karpouzis
National Technical University Athens, Athens, Greece

S. Asteriadis
e-mail: stiast@image.ece.ntua.gr

K. Karpouzis
e-mail: kkarpou@image.ece.ntua.gr

for specialised and expensive equipment, unavailable to the
majority of casual users. Most modern interfaces still use
simplistic and explicit means for detecting the presence of a
user and obtaining feedback, for example, by waiting for a
key press or feedback from a device, such as a mouse, be-
fore continuing. These interfaces are not very natural to use,
requiring the user to fully adapt to them. Research into the
creation of more natural interfaces, capable of adapting to
human social signals and accounting for emotional displays
is thus desirable, and well under way [1].

Nonetheless, while research has been focused on low-
level detection and mid-level inference techniques, many
questions remain unanswered in relation to high-level as-
pects of interaction management. Factors such as engage-
ment and context, for example, must be addressed and mod-
elled if interfaces are to be created that are capable of man-
aging their interactions intelligently, naturally and robustly.
Yet any effort to embark on the creation of such models im-
mediately raises questions as to what these apparently well-
known concepts actually refer to in practice; creating con-
nections between concrete low-level detection techniques
and harder-to-discern high-level factors is a difficult propo-
sition and must be informed by investigation.

We regard shared attention to be such a connection.
It refers to the shared experience between two or more par-
ticipants as they observe objects and events together, and
is recognised as a pivotal skill in early social understand-
ing [2, 3]. This mechanism seems crucial for endowing the
machine with a fundamental understanding of the social be-
haviour of the user. It may also help to link low-level aspects,
such as gaze and facial expression detection, with contextual
details, to achieve a better understanding of the interaction.
This is because shared attention not only requires an account
of the state of the user in isolation, but additionally a consid-
eration of that state in relation to another interactor and the
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environment. For example, in many systems, a user may be
considered interested if they are looking at the other inter-
actor. During shared attention scenarios however, this may
be reversed: continuing to look at the other when they make
reference to an object, for example by gazing at or pointing
towards it while verbally describing it, could be interpreted
as disinterest or lack of understanding. We believe the con-
sideration of situations, such as the aforementioned, can il-
luminate the factors that contribute to the many concepts of
engagement described in the literature [4] and inform the
design of more sophisticated computational models.

In this work, we investigate shared attention behaviours
between a user, a conversational embodied agent and a num-
ber of virtual objects residing on the screen. While the user
is engaged in a monologue with the agent, during which it
refers to surrounding scene objects, their head movements
are tracked in real-time using a standard web-camera. The
purpose of the investigation is thus two-fold: (i) to test the
method for detecting the gaze of the user using a single, stan-
dard web-camera and evaluate its suitability for investigat-
ing gaze-related behaviours and (ii) to use the gaze detector
to investigate users’ perceptions of the agent when engaged
in shared attention with it.

In Sect. 3, we describe how the gaze detector operates and
how head movements are resolved to screen coordinates,
and how the screen coordinates are interpreted with respect
to scene objects. Section 4 provides the details of the two
experiments conducted and implications of the results, be-
fore concluding (Sect. 5). First, we discuss the background
of shared attention and gaze detection in Sect. 2.

2 Background

2.1 Interaction and shared attention

Humans are sensitive to the direction and nature of the gaze
of others, behaviour that may provide general information
about their interests and intentions, and aid interaction man-
agement. Attempts to automate the theorising of complex
mental and emotional states based on behaviour have met
with some success, based not only on the analysis of gaze
and facial expression (see for example [5]) but additional
factors, such as posture [6].

While such studies have focused on inferring details in
relative isolation, others have focused on how to account
for the context of the interaction. For example, [7] consider
context during a chess game between children and a robot
companion, while [8] use a multimodal approach coupled
with task state information to classify the interest of chil-
dren during a game. Context is also of importance when the
environment must be accounted for during survival and so-
cial situations. In such cases, judging the direction of an-
other’s attention may be of critical importance [9]: in terms

of survival, gaze-following may allow for the unintentional
direction of another’s attention towards potential threats and
rewards in the environment [10]. During social encounters,
objects or events may be purposefully cued with gaze in or-
der to disambiguate or establish shared experience with the
focus of discussion, a topic receiving attention in robotics
research [11], with important links to imitation [12]. The
role of gaze has also been studied in relation to virtual ar-
tificial entities, such as embodied conversational agents, or
ECA’s. Attentive presentation agents [13], for example, rely
on the eye gaze of the user to infer their attention and vi-
sual interest. This is used to alter the ongoing behaviour of
characters in real-time so that they may better adapt to the
user. In a similar vein, [14] and [15] have been investigating
systems for estimating user engagement based on gaze be-
haviour during interaction situations with a conversational
agent, while [16] have considered the role of gaze for al-
lowing a listening agent to provide feedback. These studies
are concerned with asking important questions about higher-
level aspects of the role of gaze in interaction, and are neces-
sarily dependent on the appropriate functioning of low-level
detection systems, described next.

2.2 Gaze detection

Two major methods for detecting a user’s gaze direction
have been extensively studied in the literature: head pose es-
timation, and eye gaze estimation. Various approaches have
been adopted for retrieving important facial features from an
image sequence.

In head pose estimation, many of the approaches pro-
posed in the literature require more than one camera, or ex-
tra equipment [17–21], making the final system expensive,
complex or intrusive. Furthermore, algorithmically, some
methods require a set of facial features to be detected and
tracked with a very high degree of accuracy [22, 23]. These
techniques are usually sensitive to even small displacements
of the features, which may cause the system to fail. Other
techniques input the facial area and compare it against train-
ing sets of facial images [24, 25]. These methods suffer
from the problem of alignment, especially in natural envi-
ronments, where it usually is not easy to achieve good align-
ment between training and test images. Motion recovery is
also effective for recovering head pose parameters. In this
group of methods, the face is tracked and mapped onto a
3D model [26] and motion parameters are extracted from
it. These methods are often very accurate; however, they
require knowledge regarding camera parameters or/and ap-
proximate knowledge of the distance between the user and
the camera. Non-rigid models have also drawn much atten-
tion in recent years. In this group of methods, a series of
transformations take place on a trained mesh of nodes and
connections, in order to match with the shape or/and tex-
ture of the face region. Active Appearance Models [27] is
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a characteristic paradigm and the parameters of such net-
works have been used to extract pose information. A major
drawback of such methods, however, is the need for accurate
initialisation, as non-rigid models are prone to the effects of
local minima. A multitude of solutions, however, have been
proposed in the literature to tackle this problem, as in [28],
where the authors combine the local character of AAMs
with the global motion parameters of cylinder models. The
pose range reported in the paper, however, does not perform
beyond ±45◦ for yaw angles. Many authors also use hy-
brid techniques [29, 30] in order to take advantage both from
holistic and local features. While results have been promis-
ing for these approaches, the aforementioned problems also
tend to be more apparent.

In the method employed in this paper, our goal has been
to develop a real-time system that is reasonably robust to
various lighting conditions, image resolution and specific
training. To this end, although our system depends on fea-
ture tracking, it is not dependant on the geometrical relations
between the tracked features, but on the relative motion be-
tween them with regards to key frames. This restriction had
to be satisfied in order to allow the system to accommodate
inaccurately tracked points, since the algorithm runs under
natural and spontaneous conditions. Furthermore, facial fea-
ture detection during initialisation depends on a method util-
ising an edge map of the face area, and the geometrical rela-
tion of each feature with the closest edge [31] as an attempt
to avoid issues of lighting variations between training and
testing data. Additionally, in order to avoid error accumula-
tion, our system re-initialises when a number of conditions
are not met, as detailed in Sect. 3.1.

In our work, non-intrusive conditions are possible, allow-
ing the user to behave in a spontaneous manner. The sys-
tem does not need to be trained according to the user or
background and although it uses facial feature detection and
tracking, it is not highly dependant on accurate and exact
localisation of the facial points, as both head pose and eye
gaze are functions of relative movements among facial fea-
tures and not their positions or 3D relative positions.

3 Gaze-based interaction

The gaze detector (see Sect. 3.1) employs facial feature
analysis of the images captured from a standard web-camera
in order to determine the direction of the user’s gaze. This in-
formation allows the user’s gaze inside or outside the screen
to be calculated, so that metrics relating to the user’s atten-
tion and interest can be processed (Sect. 3.2). Based on the
interpreted metrics, an assessment of the state of the interac-
tion can be made in order to support shared attention behav-
iour and infer the state of the interaction.

3.1 Gaze detection from the user

The purpose of the gaze module is to detect the raw user
gaze direction details from the web-camera in real-time. It
is based on facial feature detection and tracking, as reported
in [32], and follows a variant of this method for head pose
and eye gaze estimation. More specifically, starting from the
eye centers, which are easily detected [31], the eye corners
and eyelids are detected, as well as two points on each eye-
brow, the nostrils’ midpoint and four points on the mouth.
These features are subsequently tracked using an iterative,
3-pyramid Lucas Kanade tracker [33]. Lucas-Kanade track-
ing is one of the most widespread trackers cited in the lit-
erature: the choice of this tracker was based on the fact that
it can accurately and effectively track features under a large
variety of conditions. However, as is the case in real world
conditions, a series of rules has to be adopted in order to
tackle constraints imposed by natural lighting and motion
conditions. Here, we assume an orthographic projection at
successive frames, so that, for such small periods of time,
the motion vectors of all features can be considered to be
almost equal. Features whose motion vector length mi is
much larger or smaller than the mean motion of all features
mmean (mi > t1 ∗ mmean,mi < t2 ∗ mmean, here we consid-
ered t1 = 1.5 and t2 = 0.5) are considered as outliers and
their position is recalculated based on their previous posi-
tion and the recalculated mean motion of the other features.
In our tests, this step proved to be very important at improv-
ing the tracker’s performance under difficult lighting condi-
tions and occlusions.

Head pose estimation Head pose is estimated by calcu-
lating the displacement of the eye centers’ midpoint, with
regards to its position at a frame where the user faces the
screen frontally, referred to in the remainder of this paper
as the frontal reference frame. This displacement produces
the head pose vector which is a reliable index of where the
user’s head is currently oriented towards (see Fig. 1). Nor-
malisation with the inter-ocular distance, in pixels, at start-
up guarantees that the head pose vector is scale indepen-
dent. In order to distinguish between displacements caused
by head rotations and by translations, the triangle formed by
the triplet of the eyes and the mouth is monitored and the
head pose vector is only calculated when the inter-ocular
distance to the eyes-mouth vertical distance changes signif-
icantly with regards to a frame where the person is looking
frontally.

Re-initialisation To further suppress error accumulation,
the system re-initialises when certain conditions regarding
head pose vector length are met. Rapid head rotations, for
example, may cause some features to be occluded and thus,
when the user returns to a frontal position, one of the two eye
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Fig. 1 Gaze direction detection is based on a number of tracker fea-
tures (shown here as black dots) in order to calculate a final head pose
(white line) and eye gaze (black line) vector

Fig. 2 Diagram depicting the conditions and process for system reini-
tialisation

centers might be erroneously tracked while the second con-
tinues to follow the movement of the head. In such cases, the
head pose reduces in length and stays fixed when the person
is facing the camera frontally. This allows the system to re-
initialise by detecting the facial features again and restarting
the tracker. The above process is depicted in Fig. 2.

Here ‖HPV(i)‖ is the head pose vector length at cur-
rent frame i, a = 0.7, b = 0.07, n = 10. As face detection
and facial feature detection update slower than the tracker,
video streaming continues normally and the second frame
is processed by the camera in real time. However, initiali-
sation normally runs at ∼3 fps: thus pose, expressions and
the fluency of tracking are not significantly effected when
initialisation takes place. Re-initialisations, whenever they
occur, require 330 ms.

Eye gaze estimation During the process of eye gaze esti-
mation, relative displacements of the iris center with regards
to the points around the eye provide a good indication of the
directionality of the eyes with regards to the frontal refer-
ence frame. These displacements correspond to the eye gaze
vectors (see Fig. 1). To reinforce correct eye center tracking,
the tracked eye centers’ positions are updated by search-
ing for the darkest neighbourhoods around them and plac-
ing the eye center in the midpoint of this neighbourhood.
This helps to alleviate the effects of blinking and saccadic
eye movements. These displacements are normalised by the
inter-ocular distance at start-up and, thus, are scale indepen-
dent.

The computational complexity of the method permits
real-time operation and requires only a simple web-camera
to function. Tracking the features takes 13 milliseconds per
frame on average for a resolution 288 × 352 pixels of the
input video, using a Pentium 4 CPU, running at 2.80 GHz.

While the detector is capable of head and eye gaze esti-
mation, for the purposes of the experiments, gaze was based
solely on head direction. Although eye gaze would also have
been desirable, robustness problems were encountered when
attempting to obtain both at the same time from the tracker
due to the image resolution required to encapsulate the head.
Nonetheless, head direction is regarded as having a signifi-
cant contribution towards computing another’s direction of
attention [9].

3.2 Attention and engagement

The module described in Sect. 3.1 detects the user’s head
direction. For this information to be of use, it must first be
mapped onto screen coordinates to determine where the user
is looking at any specific time: further abstractions are re-
quired to be able to infer higher-level details related to inter-
action over longer time spans. Each level of abstraction pro-
vides relationships to a greater amount of information over
longer periods of time [34], starting for example with the
ability to cluster regions of interest together to resolve what
objects are being looked at, and later, inferring engagement
by considering sets of objects with respect to the content of
the ongoing dialogue.

Conversion to screen coordinates This step involves trans-
forming the user’s head (or eye) directions into 2D screen
coordinates. To do this calculation, the raw direction in-
formation must be converted into 2D coordinates allowing
them to reference the screen. The procedure for convert-
ing head direction into screen coordinates uses a calibration
process, during which head movement to screen extents is
considered. It is invoked at the beginning of each interac-
tion scenario with the user in order to find the correspond-
ing maximum and minimum extents of the screen boundary
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in terms of raw head direction values. During this process,
the user directs their head towards a cursor that moves be-
tween eight screen extents: top, bottom, left, right and each
of the screen corners. At each update of the gaze detector,
the absolute head direction detected is mapped to screen
(x, y) coordinates based on comparison with the maximum
and minimum screen border extents taken during the cali-
bration process. The user may need to rerun the calibration
process if their head position changes significantly, e.g. by
moving their seat, or leaning to the left or right. In practice,
however, we found that small head position changes did not
greatly effect the robustness of the system.

A list of 2D coordinates are stored for each update of the
gaze detector, referring to the screen coordinates that gaze is
considered to have targeted at that specific time. There are
two general possibilities: the user is either looking inside
or outside of the screen area containing the 3D scene. This
area can be considered as the action space, within which the
events and objects relating to the interaction are based. If
the user is not looking at the action space, we might pre-
sume that they are either disengaged or uninterested in the
interaction to some degree. The data structure containing the
final coordinates includes a flag signalling if gaze fell inside
or outside of the screen, in addition to the 2D coordinate.
If gaze fell inside the screen area, the 2D coordinate corre-
sponds to the (x, y) screen position.

We also consider the boundary regions, beyond which
gaze may extend when it falls outside of the screen area.
This was modelled in order to provide the system with the
ability to collect more precise data regarding user disen-
gagement. For example, a user detected as looking above
the top boundary of the screen may be thinking, an endoge-
nous disengagement behaviour that may not be considered
in the same category of disengagement as when a user looks
away to attend to an exogenous distraction. However, we
could not collect data in this instance relating to events tak-
ing place outside the screen, making it difficult to provide a
context for potential correlation with user disengagements.

Directedness and level of attention We use a directedness
metric to refer to the momentary orienting of the user’s body
parts with respect to another entity or object from the per-
spective of that entity or object. This is based on Baron-
Cohen’s eye, head and body direction detectors [2] and re-
lated work [9, 10] based on neurophysiological evidence
(see [35] for example). This may include details of the user’s
eyes, head, body and even locomotion directions. For exam-
ple, if the user orients their head and eyes directly towards
an object, they could be considered as having a high degree
of directedness towards it. In these studies the user is con-
strained in a static position, sitting in front of the monitor
and agent, directly facing the screen; since eye direction is
not considered in the scenario, head direction is mapped di-
rectly onto the directedness metric.

Directedness is a momentary concept. Alone, it is a
highly unreliable indicator of attention; for example, if head
direction is sampled while the user is in the process of a
gaze change, results would be misleading. Level of atten-
tion is therefore used to refer to gaze within certain regions
over multiple samples. An important issue in this respect re-
lates to the clustering of the foci of interest of the user—in
our system, this is achieved using virtual attention objects,
or VAO’s, described next.

Virtual attention objects In terms of screen coordinates,
the user’s focus of attention appears transient as it shifts
around a scene. A higher level of representation is needed
however, as a user may in fact be attending to a single object
for the duration of these shifts. In order to simplify the analy-
sis of what is being looked at in the scene, we define virtual
attention objects (see Fig. 3). A single VAO is attached to
each scene object for which we wish to accumulate atten-
tion information—for example, in the shared attention sce-

Fig. 3 Depiction of (top) the scenario, containing the Greta agent [16],
acting in the role of a salesperson, and a number of objects and (below)
the contents of the scene depicted in terms of virtual attention objects
(VAO’s). Each VAO records when and to what degree the user has been
looking at it
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nario, one VAO is defined for the agent, one for each scene
object, one for the scene background, and one to represent
the area outside of the screen. Resolving screen coordinates
into VAO details is trivial: if the screen-coordinate of the
gaze fixation is located inside a VAO, then its correspond-
ing level of attention is increased. Thus, as the user’s gaze
moves around the screen, each VAO maintains a history of
how much and when the user has fixated it. The agent has
access to the information of all VAOs in the scene. Since the
agent is itself a VAO, it therefore has a full assessment of the
user’s gaze towards specific objects.

Level of interest Over a larger time-frame, a level of inter-
est metric is calculated. Unlike the previous metrics, this is
calculated based on the stored attention levels for each mem-
ber of a set of VAO’s. Each member is categorised according
to whether it is a scene object, the agent, the background, or
a special object representing the area outside of the screen.

It is at this level that specific forms of context can be
accounted for: By dynamically defining a set of VAO’s con-
taining only those objects relevant to the current interaction,
such as recently pointed to or discussed objects, the atten-
tion of the user can be compared with this set to obtain a
measurement of their level of interest in the interaction it-
self, referred to here as the level of engagement.

Engagement Engagement has been described as “the
process by which two (or more) participants establish, main-
tain and end their perceived connection during interactions
they jointly undertake” [36] and also as “the value that a
participant in an interaction attributes to the goal of being
together with the other participant(s) and continuing the in-
teraction” [37, 38]. We regard engagement as being facil-
itated by both attentive and emotional processes between
the interactors. Although we are attempting to construct a
shared attention model, we view engagement as being a
complementary related topic underlying this aim. An im-
portant factor underlying shared attention through gaze be-
haviour that may be regarded as differentiating it from pure
gaze-following, is that both participants are engaged to some
degree with each other before the onset of the shared atten-
tion behaviour and there is an explicit goal on behalf of the
sender to signal the object of interest to the other. For exam-
ple, one may consider the case where a mother establishes
prolonged mutual eye contact with her infant before provid-
ing a gaze cue towards a cuddly toy to be attended to.

In relation to engagement, the level of engagement de-
tails how much the user has been looking at the relevant
objects in the scene at appropriate times. These will be re-
cently referenced objects in the interaction, e.g. those looked
at, pointed to and/or verbally described. These measures are
made possible by considering the specific set of VAO’s cor-
responding to currently and recently referenced objects in

the interaction. When the agent is talking, but does not re-
fer to anything in the environment, it will be the only VAO
in the set, and when it stops talking, this VAO set will be
empty.

Not all attention paid to the scene necessarily indicates
engagement in the interaction with the agent. In addition to
the level of engagement, a quality of engagement may also
be defined to account for this. It provides to a slightly more
detailed assessment of the type of engagement that the user
has entered into. For example, a user who is not engaged in
the interaction may not necessarily be looking outside of the
scene. Instead, they may be attending to the scene in a super-
ficial manner, looking at objects of interest that are irrelevant
to the ongoing interaction. We therefore define three broad
quality levels: (i) engaged in the interaction (ii) superficially
engaged with the scene and action space and (iii) uninter-
ested in the scene/action space. In this way, the behaviour
of the user is not being considered in isolation, but in the
context of what the agent is doing. If the agent is describing
something important for example, disengagement on behalf
of the user can be considered more serious than if the agent
is not doing anything at all.

4 Experiments

Two experiments were conducted in order to (i) test the ef-
fectiveness of the gaze detector with a standard web-camera
for the shared attention scenario (Sect. 4.1) and (ii) use the
gaze detector in the shared attention scenario to investigate
user behaviour in order to elaborate the metrics described
(Sect. 4.2).

System details The system used for the experiments is
comprised of two key modules: a gaze detector module and
a player module. These modules communicate via a Psy-
clone connection—a blackboard system for use in creating
large, multimodal A.I. systems. The gaze detector module
comprises the capabilities described in Sect. 3.1, employ-
ing facial feature analysis of images captured from a stan-
dard web-camera in order to determine the direction of the
user’s gaze. The player displays the interactive graphics re-
quired, including the embodied conversational agent called
Greta [16] and the scene. It receives updates of the user’s
gaze from the gaze module, and interprets and records the
results (Sect. 3.2).

4.1 Experiment 1

To assess the effectiveness of the head pose estimation mod-
ule for allowing a user to interact during the shared attention
scenario (Sect. 4.2), the following experiment was set up.
We seated seven participants (4M, 3F) in front of a computer
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Fig. 4 Depiction of the scenario, where the agent makes a number
of different gaze behaviours towards objects as it refers to them while
speaking. An image of the participant is shown in the center—during
the scenario, their gaze direction is detected in real-time as (left) they

look towards the center of the screen, or towards the an object being
discussed (center). The head movements of the participant are depicted
in the rightmost image. The current focus of attention in each case is
shown as a red circle encapsulating a crosshair

Fig. 5 Manifold depicting average head rotations in space

screen and the head pose estimation module followed their
head movements. The web-camera was placed on the top of
the computer monitor, at a distance of 60–70 cm from the
eyes of each participant. Lighting conditions were typical
for an office environment, although reliability of the system
would not be guaranteed in the case where heavy shadows
appeared. For each participant, we monitored their move-
ments for a period of 200 frames, asking them to track, with
their heads, a moving object displayed on the screen. At the
start of the procedure, a small icon appeared in the centre of
the screen, and moved to a number of screen extents (e.g.
lower left of the screen) moving back to the center of the
screen each time.

Given the head pose vector HPV = [hpvx hpvy], with
hpvx and hpvy being the horizontal and vertical components
respectively, the mean values of each component, along all
participants, during the period of the experiment are shown
in Fig. 5. The mean horizontal component, averaged for all
participants, is shown in Fig. 6. It can be seen that, although
the icon changed position every 40 frames, there was a small
delay in participants’ gaze responses (�10 frames). This
was taken into consideration during the evaluation. In order
to evaluate the appropriateness of our head pose estimation
scheme in a test scenario, the following rules were defined:

Fig. 6 Average horizontal component of head pose vector

Fig. 7 Gaze patterns of a participant during Experiment 1; different
colours correspond to different objects as they appear in the reference
data

OBJ1 = screen centre, OBJ2 = lower left corner, OBJ3 =
lower right corner, OBJ4 = everything else. A typical ex-
ample of a participant’s gaze path on a monitor, following
the pattern OBJ1 → OBJ2 → OBJ1 → OBJ3 → OBJ4 can
be seen in Fig. 7.

From patterns like the one in Fig. 7, the following rules
were extracted, allowing the identification of the object cor-
responding to certain values of the head pose vector.
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Table 1 Error confusion matrix
for all participants, P1 to P7 OBJ1 OBJ2 OBJ3 OBJ4 PA(%) UA (%)

OBJ1 493 0 0 13 95.17 97.43

OBJ2 0 143 0 0 70.44 100

OBJ3 12 54 173 1 85.22 72.08

OBJ4 13 6 30 154 91.67 75.86

Total 518 203 203 168

Overall accuracy: 88.2% Khat = 0.83

IF −thr1 < hpvy < thr1 AND −thr3 < hpvx < thr3

THEN OBJ1

IF hpvy > thr1 AND hpvy < thr2 AND
hpvx < −thr3 AND hpvx > −thr4

THEN OBJ2

IF hpvy < −thr1 AND hpvy > −thr2 AND
hpvx < −thr3 AND hpvx > −thr4

THEN OBJ3

ELSE OBJ4

In our experiments, we considered thr1 = 0.2, thr2 = 0.7,
thr3 = 0.2 and thr4 = 0.7 (HPV is normalised with the in-
terocular distance). Since every object in the experiment
would appear immediately after the previous one disap-
peared, the participants needed some transition time from
each object to the other. For this reason, at the evaluation
stage, we excluded the appearances of every object for the
first ten frames from the reference data. Thus, for every
participant, there were 160 valid reference frames. Table 1
shows the confusion matrix of the classification of each head
pose vector instance to objects for all participants, using the
previously defined thresholds.

The last two columns of the above matrix show the Pro-
ducer’s Accuracy (PA) and User’s Accuracy (UA) percent-
ages. The former stands for the capability of a classifier
to classify a pattern correctly with regards to all of its in-
stances, while the later is the total number of correct clas-
sifications with regards to the total number of its identifi-
cation. As can be seen, the overall accuracy of the method
was 88.2%. However, here we also calculated the Khat in-
dex, as a measure of the difference between the actual agree-
ment between the data and the classifier and the agreement
of the data with a random classifier. In this experiment, we
achieved a Khat parameter greater than 0.8, which is indica-
tive of strong agreement [39] between the ground truth data
and the classification shown in Table 1. The above measures
for each participant individually can be seen in Table 2.

Table 2 Error confusion matrix for all participants

Khat measure Overall accuracy (%)

P1 0.96 97.44

P2 0.96 97.44

P3 0.63 73.72

P4 1.00 100.0

P5 0.62 74.36

P6 0.65 75.00

P7 0.99 99.36

Overall accuracy: 88.2% Khat = 0.83

From the above, it can be seen that Khat measures are
very high for participants 1, 2, 4 and 7, while for partici-
pants 3, 5 and 7, they are of moderate agreement [39]. For
participants 3 and 6, this is mainly due to the fact that OBJ2
was misclassified as OBJ4, and for participant 5, OBJ3 was
misclassified as OBJ4. In general, our head pose estimator
achieved a total of 88.2% success, which was satisfactory
for a non-intrusive system, without any prior knowledge of
participants’ gaze patterns, in an indoors, uncontrolled en-
vironment. The thresholds set here are moderately strict in
the sense that, for the problem of discriminating between
three objects on the screen, the borders of each object could
be wider (see Fig. 7). Thus, when setting thr1 = 0, OBJ2
and OBJ3 occupy a larger space. In this case, our algorithm
would achieve in total Khat = 0.88 and overall accuracy
92.2%. These rates are not much higher than those achieved
by setting stricter thresholds, demonstrating that the head
pose estimator can provide satisfactory results for relatively
fine screen space values.

4.2 Experiment 2

The second experiment focused on a more in-depth shared
attention scenario. The purpose was to investigate how sub-
tle changes in the non-verbal cueing behaviour of the agent
could affect gaze-following of human participants. Seven
participants (4M, 3F) were seated, individually, facing a
web-camera and 1280 × 1024 display.



J Multimodal User Interfaces

Scenario During the scenario, the virtual agent plays the
role of a salesperson in a computer store, presenting a num-
ber of different computer accessories to the user for potential
purchase (see Fig. 4). Each of the accessories is displayed
graphically on screen beside the agent, and represented in-
ternally as a VAO (see Sect. 3.2). The agent engages in a
monologue with the user, choosing an object randomly and
providing a short predefined description of it. The user ful-
fills the role of passive listener in this case, and their head
pose is determined and recorded to account for their interest
in the scenario. Since head pose was used as the only de-
terminant of gaze direction in the scenario, a cross-hair was
displayed on the screen to provide feedback to the partici-
pants about the screen position that their head was oriented
towards.

Participants were shown a total of four trials, randomly
ordered between participants. Each trial took just over
3 minutes, for a total scenario time of 12 minutes for each
participant. Trials differed according to the presence or type
of gaze motion made by the agent when referring to the ob-
jects according to the following conditions:

1. Condition C1: Gaze forward. In this condition, the agent
continually gazes forward, towards the user, at all times.

2. Condition C2: Congruent continual gaze. In this condi-
tion, the agent gazes forward while it is talking and gazes
towards an object that it is describing for the duration of
the description.

3. Condition C3: Congruent temporary gaze. This condition
is as above, but the agent does not continue to gaze at the
object for the total duration over which it talks about it;
instead, it looks back at the user after 6 seconds.

4. Condition C4: Incongruent gaze. In this condition, the
agent stares at any object, chosen randomly, apart from
the object that it is currently describing.

The differences between the non-verbal gaze cues made
by the agent were subtle. In cases where gaze was incon-
gruent with the items being verbally described, the purpose
was to investigate if participants were using the verbal or
the non-verbal modality to determine where to direct their
gaze.

Since the purpose of the study was to account not only
for episodes of great interest, but also to investigate variety
in a range of related states, the scenario was not intended to
maintain stimulation over the course of the trials: Although
the object was chosen randomly at each step, the position
of each object did not change in the scene, nor did any of
the other scene details or the object descriptions, and the be-
haviour of the agent changed only subtly, in terms of gaze
direction as outlined by the condition type. The role of the
agent i.e. a salesperson trying to sell items to the participants
that they were familiarised with and uninterested in, was
also chosen so as not to be particularly stimulating over the

Fig. 8 Averaged results of reports from the study participants, for
questions relating to the participants’ ratings of (left) the agents in-
terest in what it says, (center) the agents interest in the user and (right)
the user’s interest in the agent. Results are provided for each of the four
conditions in the experiment

length of the interaction. Since the experiments took place
in a natural, busy lab environment, it was expected (and in-
deed hoped) that participants may become distracted or may
disengage momentarily from the scenario.

In each trial, five objects were randomly chosen to be de-
scribed by the agent, according to the condition currently
in effect, as described above. The ordering of trials was ran-
domised over participants. During each trial, a visual record-
ing was made of the participants as they engaged in gaze be-
haviours, for allowing validation of the results of the gaze
detector. At the end of each trial, participants were asked
to fill out a simple questionnaire, answering three YES/NO
questions relating to each of the trials they participated in:

1. Agent interested agent: the participant thought the agent
was interested in what it was saying.

2. Agent interested user: the participant thought the agent
was interested in the user during the description.

3. User interested agent: the participant was interested in
what the agent had to say.

The results of these questionnaires are presented in Fig. 8
and discussed next.

4.3 Discussion

During the scenarios, it was observed from the data that
participants’ head movements followed a discernible pat-
tern, consistently directed either towards the agent or to-
wards the objects being discussed by the agent. When the
agent was not talking about a particular object, head direc-
tion tended to be consistently oriented towards the agent. Al-
though this could suggest a lack of exploratory behaviour,
even in the early stages of the experiment, given the dis-
tance (60–70 cm) and size of the screen, head motions were
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not necessary for inspecting the scene. Careful inspection
of the video data shows that in most cases, eye movements
were used; peripheral vision and covert attention were also
likely to have been employed. Overall, participants seemed
exceptionally sensitive to how they made head and eye mo-
tions in the presence of the gaze tracker and cross-hair. In
relation to head movements, participants seemed occupied
with ensuring the cross-hair was targeting correctly, for ex-
ample, at an object that was being described, and although
they were instructed only to listen to the agent and no other
task was specified, participants seemed to infer this as the
implicit task of the experiment. It is possible that this may
have detracted from their observation of the non-verbal be-
haviours of the agent, leading them to concentrate more on
the verbal descriptions. Notably, although only participants’
head-motions were tracked and used to provide feedback
through the cross-hair positioning, as mentioned above, it
is evident from the video recordings that participants also
controlled their eye movements, suggesting that it was not
only the presence of the feedback mechanism, but possibly
also an awareness of the recording of their movements and
inference of an implicit task that contributed to their inabil-
ity to interact in a more flexible way with the system. Thus,
although the scenario was constructed in an attempt to elicit
a range of interest-related behaviours, results show that all
of the participants performed exceptionally well in terms of
attending to the object of discussion or agent under most cir-
cumstances. This is surprising; the experiment took place in
a busy lab environment where there were distractions, and
most participants reported afterwards that the experiment
became somewhat tedious. Yet, after a consideration of both
the tracked data and visual inspection of the recordings, this
was not generally reflected in their gaze behaviour. In con-
junction with a limited participant population, this made it
difficult to obtain data on the somewhat broarder range of
attentive behaviours that were hoped for.

In relation to participants’ questionnaire responses, in
most cases, no significant differences were found between
the four conditions. Generally, this seems to suggest that par-
ticipants did not notice any difference between cases when
the agent did and did not cue the object of discussion using
subtle gaze motions. However, in one instance a significant
difference (p < 0.05) was found for conditions C2 and C4
when participants’ reported the apparent interest the agent
had in what it was describing. Both C2 and C4 are oppo-
site cases, in the sense that C2 relates to the agent gazing at
the object it is discussing, while C4 represents the condition
where the agent gazes at a different object. This result is of
importance, as it provides evidence that participants noticed
a difference in the agent’s behaviour during these opposing
conditions.

In relation to this, a number of interesting behaviours
were also observed in some of the resulting videos. In C4,

Fig. 9 An example case, in condition C4, where it appears that the
participant followed the agents gaze towards an object other than that
being described verbally. In this case, the participant follows the agents
gaze towards the joystick object (center bottom) when in fact the agent
verbally refers to the mouse object (bottom left). The participant later
directed their head to the correct object

the condition where the agent gazed at an object that was not
being described, we observed that participants tended on oc-
casion to follow the gaze of the agent to the incorrect object,
before correcting their gaze to orient towards the object be-
ing described (see Fig. 9). In a number of other cases, it was
observable from video that participants were more cautious,
seemingly employing eye movements to carefully locate the
object before moving their heads to the correct position. As
described in Sect. 4.1, and highlighted in this study, alterna-
tive eye-head movement strategies form an integral part of
natural human interaction and must be accounted for. Ide-
ally, this entails a visual system capable of deriving both eye
and head directions robustly at the same time, something our
detection system is not yet capable of.

This also raises the important issue of the degree to which
the user must control the interface, rather than the interface
naturally interpreting the user’s state: at present, the gaze de-
tector does not seem robust enough, at least under the condi-
tions in the experiment, to robustly read gaze direction under
all conditions and circumstances. It requires for the user to
ensure correct tracking by providing feedback in the form
of the tracking cross-hair, which may become an obstacle to
the interaction, a problem witnessed in these experiments.

5 Conclusions

We have presented a non-intrusive gaze interface and sce-
nario for investigating shared attention behaviours with a
virtual agent. The agent conducts a monologue with the user,
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during which it references scene objects; user gaze is de-
tected using a standard web-camera in real-time. An impor-
tant issue for us has been to attempt to improve the natu-
ralness of the interaction by permitting gaze recording in
non-intrusive situations using cheap, widely available equip-
ment. We have demonstrated that our gaze detector is ef-
fective in allowing head motions to be recorded to the ac-
curacy required for these scenario’s, removing the need for
a head-mounted tracking device. Much work still remains,
nevertheless, to improve robustness and achieve more nat-
ural conditions in other respects: the type of interaction con-
ducted in the study presented here is limited and unnatural in
many other ways, as the agent is engaged in monologue and
does not gracefully open or end interactions with users. Our
experiments have also investigated issues related to human
interaction with a virtual agent during shared attention situ-
ations: while participants appeared to rely primarily on the
agent’s verbal exposition for directing their gaze to objects,
our experiments provide evidence that they were nonethe-
less aware of differences in its gaze behaviour when it cor-
rectly and incorrectly cued objects. Further experimentation
is needed to elucidate the results, particularly a considera-
tion of how high-arousal situations may be avoided during
experiments so that participants may display a wider range
of behaviour, such as disengaging from the scenario. In this
respect, another issue of great importance is the considera-
tion of modalities in addition to gaze direction; particularly
posture, facial expressions and verbal and non-verbal feed-
back.
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