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ABSTRACT

Image segmentation and classification are basic operaiticinsage analysis and multimedia search which
have gained great attention over the last few years due tate increase of digital multimedia content. A
recent trend in image analysis aims at incorporating syimlziabwledge representation systems and machine
learning techniques. In this paper, we examine interwepoimeural network classifiers and fuzzy description
logics for the adaptation of a knowledge base for semantigaranalysis. The proposed approach includes a
formal knowledge component, which, assisted by a reas@rigime, generates the a-priori knowledge for the
image analysis problem. This knowledge is transferred teraéd based connectionist system, which is then
adapted to a specific application field through extractioth @se of MPEG-7 image descriptors. Adaptation
of the knowledge base can be achieved next. Combined segtioanénd classification of images, or video
frames, of summer holidays, is the field used to illustrageghod performance of the proposed approach.

Keywords:fuzzy description logics, kernel based connectionistesyst machine learning, semantic image
analysis

INTRODUCTION regions was used for segmentation purposes in Lee
and Crawford (2001). Spatial information about the

Automatic image segmentation has been oneegions of an image has been used to reduce the
of the major problems in the area of imagesize of possible solutions, increasing the accuracy of
processing and computer vision. For that reason segmentation and object recognition (Millet al,
plethora of techniques has been proposed in th2002). Lately, the usage of semantic analysis in
literature, including feature clustering (Comaniciumultimedia applications has gained great attention
and Meer, 2002; Carsoet al, 2002), mathematical (Stamou and Kollias, 2005) also reflected in recent
morphology (Meyer and Beucher, 1990) and graphEuropean R&D activities (see for example IST
based techniques (Morrist al, 1986; Felzenszwalb FP6/FP7 projects Acemedia, Muscle, K-Space, X-
and Huttenlocher, 2004). Furthermore, in manyMedia, Mesh and Weknowit).
cases, machine learning techniques are used to . .
handle specific classification and adaptation issues Intelligent systems based on symbolic knowledge

) processing and artificial neural networks differ
(lef’]z%ane]?r:;) e;gg&?%)ﬁr’isl?;pgﬁga?ud ,:_r'# ::r?’gggé]substantially. Nevertheless, they are both standard
Spyrc?uet all’ 2009)’ P ' "approaches to artificial intelligence and it is very

desirable to combine the robustness of neural
Research efforts have focused on incorporatingietworks with the expressiveness of symbolic
certain knowledge about the domain, in whichknowledge representation. This is the reason why the
an image belongs to, providing semantically richimportance of efforts to bridge the gap between the
image segmentation. In this framework, Borensteirtonnectionist and symbolic paradigms of artificial
et al. (2004) proposed the combination of top-intelligence has been widely recognized. As the
down (model-driven) and bottom-up segmentationamount of hybrid data containing symbolic and
where information of the image level can solvestatistical elements, as well as noise, increases, in
ambiguities during the steps of a region-basedliverse areas, such as bioinformatics, multimedia
segmentation process. In Luo and Savakis (200veb mining, or multimodal application scenarios,
a Bayesian network was used to include low- andheural-symbolic learning and reasoning becomes of
mid-level features for the classification of indoor orparticular practical importance. The merging of theory
outdoor images; unsupervised fuzzy classification ofbackground knowledge) and data learning (learning

Lhttp://www.image.ece.ntua.gr/php/rd.php
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from examples) has been indicated to provide learningystem is performed, adapting its weights so as to
systems that are more effective than purely symboliprovide good results in the specific application field.
and purely connectionist systems, especially when dafehe new information, consisting of the new individual
are noisy. This has contributed to the growing interesand its properties, is then transferred to the knowledge
in developing neural-symbolic systems (Pinkas, 1991hase, where they are evaluated and possibly used to
Garcez and Zaverucha, 1999; Garaetzal, 2001; update concepts and relations.

Hitzler et al,, 2004; Hammer and Hitzler, 2007). The resulting scheme can be implemented and

This integration can be realized by an incrementatised in real-life multimedia applications, in contrast
workflow for knowledge adaptation. Symbolic to other, afore-mentioned schemes that have not
knowledge bases can be embedded into a connection&ftown such capability up to the present. Segmentation
representation, where the knowledge can be adapt@id classification of images of summer holidays is
and enhanced from raw data. This knowledge may itseéd as the application field illustrating the good
turn be extracted into symbolic form, where it can bePerformance of the proposed connectionist-symbolic
further used. This workflow is generally known as theanalysis scheme and the obtained improvement over
neural-symbolic learning cycle (Hammer and Hitzler,conventional machine learning methods.

2007), as depicted in the following diagram (Fig. 1). The rest of the paper is organized as follows.
The following section (“The proposed architecture”)
writable embedding outlines the proposed architecture that mainly consists
\ ( ) of the formal knowledge, the semantic interpretation
- layer and the knowledge adaptation components.
Symbolic Connectionist D g, These modules are described in detail in Sections

System System 5 “The formal knowledge component”, “Semantic

@ interpretation” and “The knowledge adaptation

_ mechanism” respectively. Section “A multimedia

readable extraction analysis experimental study” presents a multimedia
analysis experimental study illustrating the theoretical
Fig. 1. The neural-symbolic learning cycle. developments and also a comparison with state of

the art approaches on the same problem. Conclusions

This paper focuses on developing a novend planned future activities are presented in Section

method for achieving connectionist adaptation of Conclusions”.

ontological knowledge represented by expressive
fuzzy description logics. Moreover, it is shown that this
method can be effectively used in real life multimedia THE PROPOSED ARCHITECTURE
applications, so as to improve the performance of

image segmentation and classification methods. The proposed system is based on a learning,
evolving and adapting cognitive model. Starting with

In particular, a knowledge base generated usingasic knowledge about the nature of the problem
fuzzy description logics together with a reasoningand by using powerful reasoning mechanisms, the
engine comprise the symbolic part of the systemproposed system gradually evolves its knowledge, by
Recent research results that extract parameter kerngkorporating its observations along with its own or its
functions from Description LOgiCS (DL) ontological user’s evaluations.
representations are adopted for embedding the
above knowledge to a kernel-based connectionist
architecture. Adaptation of the connectionist system i
performed as follows.

Fig. 2 summarizes the proposed system
rchitecture, consisting of two main components: the
rmal Knowledgeand the Knowledge Adaptatian
The Formal Knowledge stores the terminology and
MPEG-7 image descriptors are first extracted fromassertions,i.e, the constraints that describe the
still images, or video image frames. A k-nearestproblem under analysis in the appropriate knowledge
neighbor algorithm is proposed, based on the MPEG-representation formalism. More specifically, the
features and a correlation distance measure, to rela@ntologies moduleformally represents the general
each new input data vector to one of the individualknowledge about the problem. It is actually a formal
included in the DL ontology, so that the connectionistontological description representing the concepts
system classifies it in a specific category. Whenevesind relationships of the field, providing formal
such a classification is not evaluated positivelyg(at  definitions and axioms that hold in every similar
the user environment), retraining of the connectionisenvironment. This forms the system’s knowledge
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Fig. 2. The semantic adaptation architecture.

which is generally generated during the Developmentather problematic. In such cases, tK@owledge
Phase by knowledge engineers and experts. Adaptationcomponent of the system tries to resolve

. the inconsistency through a recursive learning process.
Moreover, theFormal Knowledgecontains the y 9 gp

World Descriptionthat is actually a representation of ~ The knowledge adaptation improves the
all objects and individuals of the world, as well as theirknowledge of the system by changing to some degree
properties and relationships in terms of the Ontologythe axioms of the terminology of the system. The new
It is evident that most of the above data involveinformation as represented in a connectionist model
different types of uncertain information and, thus, theyand, with the aid of learning algorithms, is adapted
can be represented as formal (fuzzy) description logiend then re-inserted in the knowledge base through
assertions connecting the objects and individuals dhe Knowledge Extractionmodule for adaptation
the world with the concepts and relationships of thgourposes.

Ontology. These assertions are provided automatically

or semi-automatically by th&emantic Interpretation

module. THE FORMAL KNOWLEDGE

In real environments however, this global COMPONENT
knowledge representation is rather optimistic.
Unfortunately, there may be lot of reasons that EFORMAL KNOWLEDGE AND
cause inconsistencies in tf®rmal Knowledge For
example, it is impossible to model all specific real CONNECTIONIST MODELS
environments and thus, in some cases, conflicting The focus of the proposed system architecture in
assertions can arise. As a more abstract exampkg. 2 is the adaptation of the knowledge base, so
(and more difficult to handle), the personality andas to deal with contextual information and raw data
expressivity of a specific user makes some opeculiarities obtained from multimodal inputs. In this
the axioms and constraints of the Ontology nonpaper, we adopt recent results in formal knowledge
applicable or even wrong, if applied in general torepresentation and neural-symbolic integration. In
all user interactions. These inconsistencies make thgarticular, formal knowledge is transferred to a
formal use of knowledge that tHeeasonermprovides connectionist system and is adapted by means of
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machine learning algorithms. Knowledge extraction(2008). In our case, we have used the mean value of
from trained networks is another important issuethe above kernel, which is computed through high level
which is included in the neural-symbolic loop, feature relations, and a normalized linear kernel which

although not studied analytically in this paper. is computed through low level feature values, extracted
from multimedia data as described in the knowledge
KERNEL DEFINITION FOR adaptation mechanism section.

DESCRIPTION LOGICS

THE REASONING ENGINE

In this section recent work that extracts parameter _ _ _ _ _ _
kernel functions for individuals within ontologies  The reasoning engine, included in Fig. 2, is
is presented (Bloehdorn and Sure, 2007; Fanizf major importance for the whole procedure,
et al, 2007; 2008). Exploitation of these kernelsbecause it assists the.operatlo.n of all knowledge
permits inducing classifiers for individuals in Semanticélated components. First, during the knowledge
Web (OWL) ontologies. In this paper, extraction development phase, it is responsible fqr enriching
of kernel functions is the main outcome of themanual generation of concepts and relations, so that
Formal Knowledge component — assisted by the computation of the kernels in Egs. 1 and 2 includes the

reasoning engine — for feeding the connectionist-basdgwest ambiguities possible, and any inconsistencies
Knowledge Adaptatiomodule. are removed from the knowledge representation. In

. . _ _ fact Egs. 1 and 2 are computed, by relating every two

The basis for developing these functions in thendividuals w. . t. each concept in the knowledge base,

framework of the formal knowledge is the encoding ofyy ysing the reasoning engine. In the operation phase,
similarity between individuals, as they are presentegt jnteracts with the semantic interpretation layer and
to the knowledge base of the system, by exploitinghe connectionist system for achieving knowledge
semantic aspects of the reference representations. adaptation to real life environments. Both crisp and
The family of kernel functions is defined as fuzzy reasoners can form this engine. In our case, we

kE : Ind(A) x Ind(A) — [0,1], for a knowledge have been using the FIRE engine (Stogdsl., 2006).

base K = (T,A) consisting of the TBoxT (set The FIRE system is based on Description Logic f-
of terminological axioms of concept descriptions-SHIN (Stoiloset al., 2007) that is a fuzzy extension of
Ontology) and the ABOXA (assertions on the world the DL SHIN (Horrockset al., 2000) and it similarly
state-World Description); In@) indicates the set of consists of an alphabet of distinct concept names
individuals appearing i\, andF = {F1,R,...,Fm}  (C), role namesR) and individual namesl). The

is a set of concept descriptions. These functions ar@omain of interest is represented by concepts and
defined as thé, mean of the, say m, simple conceptrole descriptions using DLs constructors. The set of

kernel functions«i, i = 1,...,m, where, for every two constructors specifies the name of the DL language
individuals a,b, angb > 0, (Baaderet al, 2002) and in the case of f-SHIN these
are the ALC constructors.€., negation-, conjunction
(Fi(a) € AAF(b) € A)_\/ n, disjunctionL, full existential quantificatiors and
_ B g;':'(a) EAA/<\ ﬁl'::' (g) € AA\)’V value restrictionV) extended by transitive roles (S),
Ki(ab) =4 ¢ (@) € —R(b) € _) @ roles hierarchy (H), inverse roles (I), and number
Fi(2) € AAFi(b) € A); restrictions (N). Hence, iR is a role therR™ is also
2 otherwise. : '

a role, namely the inverse & f-SHIN concepts are
) ki(a,b) p” 1/p inductively defined as follows:

1. IfCeC,thenCis af-SHIN concept

2. If CandD are conceptsRRis a role,Sis a simple
role andn € N, then (=C), (CuD), (CnD),

The rationale of these kernels is that similarity VRC). (GRC). (> nS and (< nS are also f-
between individuals is determined by their similarity <SHI'N)c;o(nce'pt)s1. (=09 (=09

with respect to each concef, i.e, if they both
are instances of the concept or of its negation. Differently to crisp DLs, the semantics of fuzzy
Because of the Open World Assumption for theDLs are given by afuzzy interpretation(Straccia,
underlying semantics, a possible uncertainty i2001). A fuzzy interpretation is a paif = (A”,-”)
concept membership is represented by an intermediatehere A” is a non-empty set of objects and’
value of the kernel. A value op = 1 has generally is a fuzzy interpretation function, which maps an
been used for implementing Eq. 2 in Faniztial. individual namea to elements ofa’ € AY and

m

vabelnd(A) ki(ab):= {;
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a concept namé\ (role nameR) to a membership most appropriate formalism for such a representation.
functionA” : A —[0,1] (R” : A7 x A7 — [0,1]). On the other hand this representation requires a more
sophisticated way for the kernels evaluation. In order

Fuzzy set theory is used in order to extend th% compute Egs. 1 and 2 the GLB reasoning service of

interpretation function to give semantics to CompIeXFiRE is used, but the resulting greatest lower bound is

concepts, roles and axioms (Klir and Yuan, 1995.)treated using a threshold. In other words, if GLB for

Therefore, fuzzy complement, indicated as c, i o
used to interpret negation constructor, s-norm (u i(a) > 0.5, thenF;(a) € A, while if GLB for F(a) <

and t-norm (t) are used to interpret fuzzy union ‘5, then =Fi(a) € A. In that way we incorporate
. ) P -2y . the uncertainty of image analysis algorithms in the
and fuzzy intersection constructors respectively, while

implication is interpreted by fuzzy implication? creation of the kernels. As a future extension, we
P P y tuzzy imp - intend to further work on the incorporation of the fuzzy
In fuzzy set theory there are different functions for

these operations that specify different fuzzy logics. Ir]element in the estimation of kernel functions using,

S as well, fuzzy operations like fuzzy aggregation and
the DL fkp-SHIN, Lukasiewicz complemert (a) = . s . :
1—a, Godel t-normig(a, b) — min(a, b), Godel s-norm fuzzy weighted norms for the individual’s evaluation.

ug(a,b) = max(a,b) and Kleene-Dienes implication

kp(a,b) = max(1 — a,b) are used which form
fﬁi Zadeh fuzzy logic (Klir and Yuan, 1995). The SEMANTIC INTERPRETATION
complete set of semantics is depicted in Table 1. . , . .

The main operation of the semantic interpretation

A fkp-SHIN knowledge basE is atriple(T,R,A),  (SI) layer is to create the assertional component of the
where T is a fuzzyT Box (Terminological Box), R knowledge base, in other words to link the individuals
is a fuzzyRBox(Role Box) and A is a fuzzyABox with the concepts. In the experimental study of
(Assertional Box)T Boxis a finite set of fuzzy concept this paper, the Sl layer includes a segmentation
axioms which are of the fornC = D called fuzzy algorithm, an algorithm for extraction of low level
concept equivalence axioms @ C D called fuzzy MPEG-7 features from image segments, and an
concept inclusion axioms saying ti@ats equivalentor  algorithm for matching image segments (individuals)
C is a sub-concept db, respectively. SimilarlyRBox based on correlation of their feature values. A
is a finite set of fuzzy role axioms of the forfmans(R)  semantic variation of the Recursive Shortest Spanning
called fuzzy transitive role axioms arRiC Scalled Tree (Morris et al, 1986) constitutes the main
fuzzy role inclusion axioms saying thRtis transitive = segmentation method, which is also responsible for
andRis a sub-role of5, respectively. FinallyABoxis  extracting spatial relations among image segments.
a finite set of fuzzy assertions of the foff@m: C<in),  These relations are inserted in the knowledge base
((a,b) : R n), wherex< stands for>, >, <, < and used by the reasoning engine. Moreover, it
ora# b, for a,b € |I. Fuzzy representation enrichesmerges neighboring regions, based on their labeling,
expressiveness, so a fuzzy assertion of the féam  or obtained classification.
C > n) means thaa participates in the concetwith

a membership degree that is at least equal to FEATURE EXTRACTION AND

The main reasoning services supported by crisp CLASSIFICATION
reasoners areentailment and subsumption These
services are also available by FIRE together with

greatest lower bound queries which incorporate th Adameket al., 2005) which partitions it in a number

fuzzy element. Since a fuz&Boxmight contain many . .
positive assertions for the same individual, withoutO]c regions. Standard MPEG-7low level visual features,
forming a contradiction, it is of interest to compute(_‘\sloec"'JlIIy color and texture metrics, are extracted,

what is the best lower and upper truth-value bound ased on the values of pixels belonging in each region.

of a fuzzy assertion. The term gfeatest lower bound xtraction of these low-level descriptors is performed

. . using the Visual Descriptor Extraction tcolVDE has
(GLB) of afuzzy assertion with respect to aknowledgebeen developed based on the experimentation Model
base has been defined in (Straccia, 2001). P b

(XM) of MPEG-7 (Yamadeet al,, 2001). It uses XM
The reason why we use fuzzy reasoning is thaéxtraction algorithms, optimized in order to provide a
fuzzy assertional component permits more detaileéaster performance, while remaining fully compatible
descriptions of a domain. Furthermore, the fact that wéo the XM in terms of the MPEG-7 descriptors. Since
deal with image analysis algorithms that can provideegions usually share the property of homogeneity of
rich though imperfect results makes fuzzy DLs thea certain feature (color and/or texture), it is possible

The given image, or video frame, is initially
rocessed by a hierarchical segmentation algorithm

Zhttp://image.ntua.gr/iva/tools/vde
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Table 1.The &p-SHIN syntax and semantics.

Constructor Syntax Semantics
top T T (a)=1
bottom 1 17(a)=0
general negation -C (=C)” (a) = ¢(C” (a))
conjunction CcrnbD (CnD)” (a) =t(C”(a),D”(a))
disjunction CuD (CuD)”(a) =u(C”(a),D”(a))
exists restriction JrRC (IRC)7 (a) = sup,pr {t(R” (a,b),C” (b))}
value restriction VRC (VRC)” (a) = inf_ps{_Z (R”(a,b),C” (b))}
at-most <pR iy, bp,1e0” (PR (a,by), uicj {bi = bj})
at-least > pR SUR, . ppear LEZ1R” (a,bi) ticj {bi # bj})
inverse role R (R7)”(b,a) = R’ (a,b)
equivalence cC=D VYaec A’ .C”(a)=D"(a)
sub-concept CCD vac AZ.C”(a) <D”(a)
transitive role Trans(R) va,b e A”.R” (a,b) > sup. - {t(R”(a,c),R” (c,b))}
sub-role RCS Va,b e A7 .R” (a,b) < S”(a,b)
concept assertions (a:Cwean)  C”(a”)an
role assertions  ((a,b) :Rexn) R”(a”,b”)>an

to label them, using a simple classifier (Papadopoulothe number of regions, or a threshold based on the
et al, 2007). We may consider the classifier outputsgdissimilarity distance.
denoting the category that each regioe.( segment)

) . This algorith ified i
belongs to, as fuzzy variablesa(C.) showing the is algorithm was modified in order to operate on

. . : ... .. the fuzzy sets, aiming at improving the usually over-
respective degree of confidence in the classificatioBeymentation results obtained by the former procedure,
of segmenta to each categorfy. This information  incomorating the acquired region labeling in the
feeds the semantic segmentation algorithm, which ISegmentation process (Athanasiagiisal, 2007). The
presented next. modification of the traditional algorithm to S-RSST
lies on the definition of the two criteria:

SEMANTIC SEGMENTATION 1.

RSST is a bottom-up segmentation algorithm
that starts its processing from the pixel level and
iteratively merges similar neighboring regions until2,
certain termination criteria are satisfied. It uses an
Attributed Relation GraphARG (Berrettiet al., 2001)
that is an internal graph representation of imag
regions. In the beginning, all edges of the graph ar
sorted according to a criterion, such as the color
dissimilarity of two connected regions, using the
Euclidean distance of the color components. The edg
with the least weight is found and the two regions
connected by that edge, are then merged. After each
step, the merged region’s attributesy, region’s mean

The dissimilarity criterion between two adjacent
regionsa andb (verticesv, andvy, in the graph),
based on which the graph’s edges are sorted, and

the termination criterion.

In order to calculate the similarity between

éwo regions, a metric between two fuzzy sets that
8orresponds to the candidate concepts of the two
regions is defined. This dissimilarity value is computed
according to the following formula and is assigned as
tge weight of the respective graph’s edgg:

W(€ab) = 1 — sup(tc(Ha(Ck), Uo(k))) ,  (3)

ceC

color) are re-calculated. Additionally, RSST also re-Where a and b are the two neighboring regions,

calculates the weights of the related edges and re-so
them. In that way, in every step the edge with the lea

(a,b) = min(a,b), is Godel t-norm andua(ck) is
e degree of membership of the concept-region label

weight is selected, the two neighboring regions by thatk € C In the fuzzy set..

edge are merged, and the process continues recursively Let us now examine one iteration of the S-RSST
until the algorithm meets the termination criteria. Suchalgorithm. Firstly, the edge,, with the least weight
criteria may vary, but they are usually based on eitheis selected, then regiomsandb are merged. Vertey,
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is removed completely from the ARG, whereasis these data can be quite different from those of the
updated appropriately. This update procedure consisisdividuals used in the training phase; thus they
of the following two actions: may be not well represented by the existing formal
. . knowledge. In the following, we discuss the adaptation
1. Re-evaluation of the membership degrees of the,a5e of the system to this local information, being
labels’ fuzzy setin a weighted average (W.1.t. th€eqi7ed through the adaptation of the connectionist
regions’ size) fashion. architecture.
2. Re-adjustment of the ARG edges by removing
edge ey and re-evaluating the weight of the ~ ADAPTATION OF THE CONNECTIONIST

affected edges. ARCHITECTURE

This procedure will continue until the edge with  \yhenever a new individual is presented to the
the least weight in the ARG, is bigger than a system, it should be related, through the kernel
threshold:w(e”) > Ty. This threshold is calculated in fynction to each individual of the knowledge base
the beginning of the algorithm, based on the histograny, r. t. a specific concept — category; the input data
of all weights of the set of all edges. domain is, thus, transformed to another domain —

taking into account the semantics that have been
inserted to the kernel function.

THE KNOWLEDGE ADAPTATION

There are some issues that should be solved

MECHANISM in this procedure. The first is that the number of
individuals can be quite large, so that transporting
THE SYSTEM OPERATION PHASE them in different user environments is quite difficult. A

_ _ Principal Component Analysis (PCA), or a clustering
In the proposed architecture of Fig. 2, let us assumgrocedure can reduce the number of individuals so as
that the set of individuals (W|th their Correspondingto be Capab|e of eﬁective|y performing approximate
features and kernel functions), that have been usa@asoning. Consequently, it is assumed that through
to generate the formal knowledge representation igjustering, individuals become the centers of clusters,

the development phase, are provided, bySeenantic to which a new individual will be related through
Interpretation Layer to the Knowledge Adaptation Egs. 1 and 2.

component. ) ) L
P The second issue is that the kernel function in

Support Vector Machines constitute a well knownggs. 1 and 2 is not continuous w.r.t. individuals.
method which can be based on kernel functions t@€onsequently, the values of the kernel functions
efficiently induce classifiers that work by mapping thewhen relating a new individual to any existing one
instances into an embedding feature space, where thejiould be computed. To cope with this problem,
can be discriminated by means of a linear classifieit is assumed that the semantic relations, that are
As such, they can be used for effectively exploitingexpressed through the above kernel functions, also
the knowledge-driven kernel functions in Egs. 1 anchold for the syntactic relations of the individuals, as
2, and be trained to classify the available individualsexpressed by their corresponding low level features,
in different concept categories included in the formalestimated and presented at the system input. Under
knowledge. In Fanizzet al. (2008) it is shown that this assumption, a feature based matching criterion
SVMs can exploit such kernels, so that they carusing a k-nearest neighbor, is used to relate the new
classify the (same) individuals - used for extracting théndividual to each one of the cluster centers w.r. t. the
kernels — accurately. A Kernel Perceptron is anothelow level feature vector. Various techniques can be
connectionist method that can be trained using the sedopted for defining the value of the kernel functions
of individuals and applied to this linearly separableat the resulting instances. A vector quantization type
classification problem. of approach, where each new individual is replaced by
é’ts closest neighbor, when computing the kernel value,
_ operation phase. Then, the system deals with nels a straightforward cho_ice. To extend the approach.to

a fuzzy framework, weighted averages and Gaussian

individuals, with their corresponding — multimodal " functions around the cluster centers can be used to
input data and low level features being captured by . ,
ompute the new instances’ kernel values.

the system and being provided through the semantit
interpretation layer to the connectionist subsystem for In cases that classification of the new individual
classification to a specific concept. It is well knownis evaluated as not correct by the user, the SVM or
that due to local or user oriented characteristicsKernel Perceptron are retrained - including the new

Let us assume that the system is in its — real lif
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individuals in the training data set, while getting theconcepts for adaptation denotedR$; ... R,\F under

corresponding desired responses by theer or by  the specific context,e. in A'. Let |R,F| denote the

the Semantic Interpretation Layer thus, adapting its occurrences oR,F € A, t denote a threshold defined

knowledge to the specific context and use. according to the data size aikiomF) denote the

The problem will, in parallel, be reported back axiom defined for the conceptin the knowledge base
’ ’ Fi.e., AxiomF) € T ). Furthermore, we writd\F €

to formal knowledge and reasoning mechanism, for," : S

. . - '~ AxiomF) when the conce®,F is used inAxiom(F)
updating system’s knowledge for the specific context : o
and then (off-line) providing again the connectionistandR”F' # Axiom(F;) when it is not used. Knowledge

module of the user with a new, knowledge-updated?daptatlon is made according to the following criteria:

version of the system. This case is discussed in the If R,/ € Axiom(R) —
following subsection. [0,t/4) Remove R.F from
IR\F| = AxiomF);
ADAPTATION OF THE KNOWLEDGE ' [t/4.1] :}lo agnalgtagorlA m(;n(F)
i xiomF) —
BASE >t Axion(F) U RaF:.
Knowledge extraction from trained neural (4)

networks,e.g, perceptrons, or neuro-fuzzy systems, — gq 4 implies that the related concepts with the
has been a topic of extensive research (Kolman angl ot occurrences i are selected for the adaptation
Margaliot, 2005). Such methods can be used to transfgf e terminology, while those that are not significant
locally extracted knowledge to the central knowledge, e remgoved. At this point we must note that the DL
base. In our case, the — most characteristic — néwysiryctor that will be used for the incorporation of
|n_d|V|duaIs obtained mthe Ioc_al environment, togethera concept, in order to adapt the knowledge base, is
with the corresponding desired outputs — concept§pecitied by the domain expert. Future work includes
of the knowledge base, can be transferred to thg semiautomatic selection of constructors, that will
knowledge development module of the main systenpe pased on the inconsistencies formed by the use of

(Fig. 2), so that, with the assistance of the reasoningpecific DL constructors for updating the knowledge
engine, the system’s formal knowledge,, the TBox base.

can be updated, w.r. t. the specific context or user.

More specifically, the new individuals obtained in
the local environment form an ABoR®. In order to A MULTIMEDIA ANALYSIS
adapt a knowledge base (KB), according to the new EXPERIMENTAL STUDY
world description, the concepts of interest, which are
defined by axioms contained in the KB, must change
appropriately. Since a concept of interest defined by an CONSTRUCTION OF THE FORMAL
axiom is specified by some other concepts composed KNOWLEDGE — ADAPTATION OF THE

using DL constructors, adaptation of the KB can be CONNECTIONIST ARCHITECTURE
achieved by the effective modification of the concepts

and the constructors used. The proposed architecture has been evaluated in an

image analysis application, involving classification of
However, both formal and connectionist partsegments in images of summer holidays. Such images
adaptation is based on the assumption that only smaypically include persons swimming or playing sports
modifications of the a-priori knowledge are envisagedin the beach or visiting places with buildings or trees;
caused by the specific context of the applicationin this framework the selected concepts of interest in
while the original knowledge and respective reasoningur experiments are the followingea Sand Sky
about the application field is generally valid. In this TreeandBuilding.

framework, axioms and concepts that are considered Followina the described redion-based seamentation
of major importance for the field are not adapted, thus 9 N 9 S€d sey

restricting adaptation only to the remaining conceptvsgbrocedure’ we let each individual in our knowledge

The concepts of an axiom are separated in these t gse correspond to an image segment. 45 low level

. . : atures are used to characterize each individual
categories from the knowledge engineer that defines . ’
the knowledge base. erived from the MPEG-7 Color Structure, Scalable

Color and Homogeneous Texture Descriptors together
Therefore, in order to adapt a knowledge basevith the Dominant Color of each segment. To

K = (T,RA), for a defined concef, using concepts illustrate the performance of the proposed neuro-

of major importance, denoted & we check all the symbolic architecture, we created a segment base
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composed of 3000 segments extracted from abours ]

500 images of the Acemedia and K-Space dataset m
This extraction was made through the described
semantic R-SST segmentation algorithm, which als
produced the spatial relations between each segme
and its neighboring ones. Therefore, the resulting
alphabet of our KB is composed of the set of
conceptL = {WhiteSegBlueSegGreenSegRedSeg @ (b)
YellowSegBrownSeg GreySeg BlackSeg, the set of
rolesR = {aboveOf belowOf leftOf, rightOf }, while b Bluesog
the set of individuald consists of the segments of

the images. The Terminological Box (TBox — Formal
Knowledge) was then created based on the above
mentioned concepts; this is described in Table 2 while
the assertional component (ABox) of the KB is of the
form:

(imagel_sed1 : BlueSeg> 0.65),

(imagel_sed1 : GraySeg> 0.35), Fig. 3. Some of the images with their segments that
(imagel_sed?2 : GreenSeg> 0.75), were classified correctly by FIRE according to the

initial TBox and used for the kernel evaluation process.

el a: WhiteSeg

b : BlueSeg

(d

((imagel,seg)l, imagel_sed?) : above-of> 1),

((imagel_sedl imagel_sed3) : left-of > 1), we verified that the SVM was able to classify correctly

the segments (based on the above kernel matrix).
Having verified this, we assume that the SVM has been

In addition to the above assertions that aredelivered to a user who wants to test its performance

extracted by the semantic R-SST algorithm, eack? the rest 1500 segments, which the knowledge base
segment was also annotated with respect to thBas notclassified correctly. Since this SVM is the only

concepts of interest by the user, permitting thd0ol that the user possesses (no knowledge base or
evaluation of classification. reasoning engine), and one has to apply it to the new

_ image segments, which are characterized by their low

After that, we selected 1500 image segments. |eve| MPEG-7 features, it is assumed that the SVM

which the Fuzzy Reasoning Engine FiRE classifiegackage includes — apart from the trained SVM and
correctly according to the axioms defined in thejts kernel matrix — a file with the low-level MPEG-7

initial TBox. This process forms new assertions in th&eatures of each one of the 1500 training segments.
assertional component of the KB (ABox) while the

remaining 1500 segments, where errors occur, formthe FOr €ach test image segment, obtained at the
testing data. The following step has been to transfefS€'S environment, the semantic interpretation layer
the above knowledge to the connectionist — kernepf the approach automatically extracts the low level

based - architecture using this ABox. To accomplis}IPEG-7 features. It then uses a matching algorithm
this, we compute the kernel function, for every to select the training data segment (individual)

two segments combination w.r.t. (see Egs. 1,2) th/nose corresponding low-level MPEG-7 features are
concepts of interest. Then, we compute Itﬁefor closest to those of the testing one. This is done by
every two-segment combination, thus defining a kern omparing the Euclidean correlation distance measure

matrix (1500 x 1500), each row of which indicates etween the testing feature set and each feature

the similarity of segment with all other ones. Som set of the training segments. Assuming that if two

of the images and segments used for this process fgage segments are the most _s,lmllar W.r. L. thelr
illustrated in Fig 3. As we can observe the dominar?k?.w level features, . then this will hold for their

colour and the colour of the neighboring segments i igh Ievel_ c'haracterlstlcs as well, 'the layer uses the
these examples are as defined in our knowledge bas{c#aracterlstlcs of the selected training segmest, (

For example in Fig. 3¢ the building in the middle has'e CONCEPL it is an instance of and the relationships
it participates) for the testing image segment as well.

The role of the semantic interpretation layer stops

here. The characteristics of the test image segment are
Segment classification was then accomplishethen inserted in the kernel Egs. 1-2, which is Positive

through the use of a Support Vector Machine. At firstDefinite (Fanizziet al, 2008), so that the SVM

colour red {.e, RedSepand it is below ofBlueSeg
therefore it is classified by the KB &uildingSeg
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b : BlueSeg

a : GreenSeg

a: BlueSeg

(b)

BlueSeg
a: BlueSeg

b : GreenSeg

(d)

a: BlueSeg

a: BrownSeg

b : BrownSeg

() ®

Fig. 4.Some of the images and their segments that weiigig. 5. An image and its segments, annotated by the
classified correctly by the SVM while not by the initialuser and used to adapt the SVM (a,b); Similar images,
KB. correctly classified by the adapted SVM (c—f).

provides the respective classification. Whether this ha§at, adaptation of the SVM kernel matrix can be
been a successful choice or not, will be evaluated bperformed by enhancing correlations of the segment
the user, and, if it is not, it may be used to adapt/retraiMith training segments of the correct category, while

the classifier based on the possible users feedback. reducing (by half) its correlation value with segments
of the misleading categories. With this procedure

Based on the above, we computed the correlatiothe SVM was able to classify correctly the specific
distance between each new input sample and the 15@@gment and all other segments that were similar to
training segments and classified each input segmettiem. Such an example is illustrated in Fig. 5. The user
by the SVM. This resulted in correct classificationcorrected the wrong classification of the KB and the
of 510 out of the 1500 segments, which the originalSVM in Fig. 5b in which the sea segment was wrongly
knowledge base and reasoning had not classifieclassified because of its green colour. This correction
correctly. The following figure (Fig. 4) illustrates some was used for the adaptation of the SVM and after that
segments that had not been initially classified correcty®VM succeeded in the classification of sea segments
For example, in Fig. 4b,d, sky segments include whité-ig. 5c,e that are also green. It should, however, be
colour and therefore were classified incorrectly by thénentioned that the resulting adaptation is valid for
KB because of their neighbors (see Table 2). Similarlyspecific contexts — image segments in our application
in Fig. 4f, a sand segment with brown colour is below— and should be tagged as such, if itis to be preserved
of another sand segment with the same colour, fact thit the system knowledge base.
causes mistaken classification by the KB. All these
misclassified segments by the KB were corrected by ADAPTATION OF THE KNOWLEDGE
the SVM. BASE

Let us now assume that the user informs the system The next step, after the enrichment and the
that some segment (of the rest 990) has been wrongpossible adaptation of the SVM according to user
classified, providing also its correct category. Aftercorrected data, was to transfer the acquired knowledge

168



Image Anal Stereol 2010;29:159-172

Table 2.The initial knowledge for the specific context.

SandSeg C (BrownSeg!GraySeg(JbelowOf(BlueSeg) BrownSeg
LiFleftOf.(BlueSeg) BrownSegLl JrightOf. (BlueSeg) BrownSeg)
BuildingSeg C (RedSeg!YelowSegBrownSeg!GraySeg(3belowOfBlueSeg] JleftOf.BlueSeg
LI3rightOf.BlueSey
SeaSeg C (BlueSeg!W hiteSegr1(IbelowOfBlueSeg] JleftOf.(BlueSeg! BrownSey
LIFrightOf.(BlueSeg) BrownSegLI JaboveO fBrownSeg
SkySeg C (BlueSeg/W hiteSeg! GraySeg(JaboveO f(BlueSeg) GraySegRedSeg! YellowSeg
LIGreenSeg.| JleftOf.(BlueSeg! GraySeg ! RedSeg! YellowSeg! GreenSey
LIFrightOf.(BlueSeg! GraySeg! RedSeg! Y ellowSegl GreenSep)
TreeSeg C GreenSegl (dbelowOfBlueSeg! JleftOf.BlueSegq! IrightOf.BlueSey

to the Formal Knowledge — TBox. The adaptedengineer for incorporation in the relevant axione(
SVM produces a new ABox consisting of the initial SeaSely The incorporation of the concept is made
assertions extracted by the semantic interpretatio@ith the use of the appropriate DL constructor selected
layer (.e., colours and spatial relations) together withpy the knowledge engineer. On the other hand, if
the classification of each segment to the concepts @fne of these concepts has very few occurrences and
interest {.e, SeaSegSkySegtc), as enriched by the this concept is used in the relevant axiom, then it is
S suggested for removal.

In the original knowledge base every concept of
interest was defined according to a disjunction of To understand the reason why selection of
some colour concepts, considered as concept of majeepresentative segments is necessary for the adaptation
importance, together with concepts that specify th@f a knowledge base let us examine the following
colours of neighboring regions, considered as thexample illustrated in Fig. 6. The images on the left are
concepts for adaptation. For example, the concephe original images, while on the right the segmented
SeaSegas defined by the axio®eaSeq. (BlueSeg!  images are illustrated together with the desired targets
WhiteSegr (3belowOfBlueSeg JleftOfBlueSeg) a5 assigned by the annotator. If we first examine the
JrightOf.BlueSeg. Assuming SeaSegas F; (see images of first rowi(e., images a,b) we observe that
Eq. 4), then the concept of major importance thale color of the segments agrees with the concepts
will rem‘glln ugcha:/r\ll%e_ztd fSrommetidaptatlontr;rocesds Befined in our knowledge base (see Table 2). In other
concepilueseg) lteseguniie the conceptiorme words the colour of segment a is Gray, White, so the
by the disjunctions of the neighboring criteria COIOurSknowIedge base correctly classifies itSisySegvhile

i.e, dbelowOfBlueSegu ... LI drightOf.BlueSeg . . o
may be adapted. Therefore, in our approach. ththe segment b that is blue is classifiedSEaSegOn

set of concepts that are examined for adaptatiof’® Other hand examining the colours of the segments
consists of the concepts formed using the fullin the original image of the second row (c), according

existential operator with each one of the 4 rolesto which the concepts of interest are defined, we can
having, as role-filler, each of the colour conceptsbserve that the colour of segment c is brown. This

(i.e., JbelowOfBlueSeg JbelowOfWhiteSeg ..., means that the defined axiom in the knowledge base
JrightOf.BlueSeg3rightOf.W hiteSeg. . . ). for conceptSeaSeq Table 2) will mistakenly classify

All the segments that are classified by the adaptel'® SPecific segment &andSegOn the other hand,
SVM result in an ABox also consisting of the initial clearly this segment is not characteristic of concept

assertions and the assertions added after classificatiop£@S€@nd therefore adaptation of the knowledge base
After the classification of an individual ®eaSegthe ~ according to such a special case would detune its
assertions inABox are examined. All concepts that performance.

can be adapted are examined and indexed for each

individual. If the occurrence of one of these concepts Using this technique, the relative concepts
exceeds a threshold, that is defined according to tH&at play a significant role for a concept of

total number of regions, and this concept is not usethterest, according to the new ABox formed by the
in the axiom, then it is proposed to the knowledgeconnectionist model, are included in its definition.
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[0,1]. This value denotes the degree of confidence,
to which the corresponding region is assigned to
the concept associated with the particular SVM.
For each region, the maximum of the K calculated
degrees of confidencergmaxua(Cy)), indicates its
concept assignment, whereas the pairs of all supported
concepts and their respective degree of confidgnce
®) computed for segmeit comprise the region’s concept
hypothesis.

G
I-. The second approach is based on Particle Swarm

b: Sea

S Optimization (PSO) (Chandramouli and Izquierdo,
2006), which is based on optimization of the results
of a Self Organizing Map classifier. Again in this case
the same training set was used and an individual SOM
network trained using theohe-against-all approach
is employed for each category. In the basic training
algorithm the prototype vectors are trained according
Fig. 6. KB adaptation for specific contexts or to Wg(t + 1) = wy(t) 4+ da(t)[Xx — wy(t)] where wy
circumstances. denotes the weight of the neurons in the SOM network,
gq(t) is the neighborhood function and is the

. dimension of the input feature vector.
Table 3 illustrates the adapted knowledge base. P

The axioms were corrected by the adaptation process Table 4 illustrates the performance of the above
and in some cases differ form the original axiomstwo algorithms and of the proposed in this paper
defined. For exampl€reeSegxiom was changed and approach, when classifying the same 1320 image
in its new description the neighboring segments are gf¢égments in five concepts (sand, sea, sky, tree,
colour green while the possibility of brown neighborsbuilding). Two columns of results are provided in
in SeaSegvas omitted. Additionally, the white and the case of the proposed approach. The third column
brown neighbors were added as possible neighbors §hows the performance of the SVM when its kernel is
SkySend SandSegespectively as described in the designed through Egs. 1-2 by transferring the initial

previous section. high level knowledge. The fourth column shows the
resulting SVM performance after adaptation using the
RESULTS presented method.

As we can notice, in Table 4, the proposed
rethods outperform the other two by a large margin,
sing the standard precision and recall measures for
the evaluation. This has been achieved, because the
%%ncepts can be represented in much detail (slightly
‘?/arying from concept to concept) by an axiom; regions
Iso have, in most cases, specific surroundings, thus,
efining respective spatial relations. In this way,

The performance of the proposed approacipn
has been compared with standard approaches fg
classification of image regions (Athanasiadisal,
2009). These approaches have similar characteristi
to our region-based method, since their purpos
is to classify a region produced by a bottom-
up segmentation algorithm to a predefined set o

categories. The first approach introduces an individuc—l e interweaving of the formal knowledge and the

Support Vector Machine (SVM) for every defined connectionist system, enriches the latter with more

concept, to detect the corresponding instances. EVeftormation, that varies with the concept examined,

SVM is trained under the “one-against-all” approachand consequently manages to provide much better

_using the same tfa"“”g set (composed c_)f_the_ SaMBsults, when compared to conventional machine
input features) which was also used for training in Ourlearning techniques

approach.

More specifically, an individual SVM is introduced
for every defined concept, to detect the corresponding CONCLUSION
instances. Every SVM is trained under thent-
against-all approach. The region feature vector, In this paper we presented a novel architecture
consisting of the MPEG-7 visual descriptors,forimage analysis applications based on connectionist
constitutes the input to each SVM, which returns foradaptation of ontological knowledge. The proposed
every image segment a numerical value in the ranggystem architecture, consists of two main components:

170



Image Anal Stereol 2010;29:159-172

Table 3.The adapted knowledge for the specific domain.

SandSeg C (BrownSeg!GraySeg(JbelowOf(BlueSegBrownSegL! JleftOf.(BlueSeg! BrownSey
LIFrightOf.(BlueSeg) BrownSey
BuildingSeg C (RedSeg!YelowSeg BrownSeg!GraySeg
SeaSeg C (BlueSeg!W hiteSegr1(3belowOfBlueSeg! JleftOf. BlueSeg! JrightOf.BlueSegy
SkySeg C (BlueSeg!W hiteSeg! GraySeg (JaboveO f(BlueSeg! GreenSegl RedSeg! GraySeg
LIGreenSeg! W hiteSegLl JleftOf. (W hiteSeg) GreenSegl BlackSeg
LI3rightOf.(W hiteSegl GreenSeg! BlackSeg)

TreeSeg GreenSeg! (IbelowOfGreenSeg! JleftOf. GreenSeg! IrightOf. GreenSey

M

Table 4. Comparison of Connectionist System (CS) performance rgbefod after adaptation) with two
competitive methods: SVM classifier and Particle Swarm Opation.

Label SVM PSO Initial CS/KB Adapted CS/KB
Precision Recall Precision Recall Precision Recall PrecisiorecalR
Sand 50.62% 35.48% 30.45% 63.19% 75.12% 51.72% 83.17% 72.13%
Building 47.43% 44.65% 35.41% 48.59% 52.82% 31.43% 58.73%.613%
Sea 46.22% 62.22% 18.81% 65.78% 68.15% 75.94% 88.74% 79.24%
Sky 66.83% 50.7% 64.87% 64.66% 64.74% 50.1% 75.32% 64.92%
Tree 44.94 % 40% 12.07% 57 % 58.34% 51.65% 65.84% 60.23%
Total 51.21% 46.61% 32.32% 59.84% 63.83% 52.17% 74.36% 62.83%
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