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Abstract
In this paper, an efficient video content representation

is proposed using optimal extraction of characteristic
frames and scenes. This representation, apart from
providing browsing capabilities to digital video
databases, also allows more efficient content-based
queries and indexing. For performing the frame/scene
extraction, a feature vector formulation of the images is
proposed based on color and motion segmentation. Then,
the scene selection is accomplished by clustering similar
scenes based on a distortion criterion. Frame selection is
performed using an optimization method for locating a set
of minimally correlated feature vectors.

1. Introduction

The rapid development of video and multimedia
applications has enabled users to handle large amounts of
visual information. However, tools and algorithms for
effective organization and management of video databases
and for content-based search and retrieval are still limited.
For this reason, a new standardization phase is currently in
progress by the MPEG group in order to develop
algorithms for audiovisual coding (MPEG-4) [7] and
content-based video storage, retrieval and indexing in
multimedia applications, based on object extraction from
scenes (MPEG-7) [8][10]. In the context of this paper, we
present an efficient video content representation using
optimal extraction of characteristic frames and scenes of
video sequences. This representation, apart from
providing browsing capabilities to digital video databases,
also allows content-based queries and indexing to be
performed more efficiently.

Several approaches for indexing and retrieval from
video sequences have been proposed in the recent
literature. In [5] a framework which enables content-based
retrieval of video sequences using motion and texture cues
has been proposed. Another approach dealing with
indexing and retrieval using relevance feedback of mars
was presented in  [9].  In [11] it is developed a method for
building an image representation using library basis
elements that are facilitated by a joint adaptive space and
frequency graph. Automatic indexing of TV news

recordings has been analyzed in [6] where shots
containing persons are identified and news items are
recovered. An approach for automatic video segmentation
and content-based retrieval based on a temporally
windowed principal component analysis of a subsampled
version of the video sequence is presented in [4].

The above techniques, either exploit color, motion or
texture information in order to provide content-based
query capabilities or use eigenvalue decomposition to
reduce the image dimension. Our approach is oriented to
extracting a small amount of information which is
sufficient to provide a meaningful representation of a
video sequence. This approach not only provides a more
efficient way for video indexing, but also results in
reducing the storage requirements and thus permits easy
management of multimedia databases.

In one of our earlier works [1], an integrated
framework for automatic extraction of characteristic
frames has been proposed. The extraction mechanism was
based on time variations of the frame feature vectors,
generated using color and motion segmentation. However,
since similar frames may be characterized by different
segments, the overall procedure was rather sensitive and
heavily dependent on the adopted segmentation algorithm.
In this paper, the frame selection mechanism is enhanced
by introducing an optimization method for locating a set
of minimally correlated feature vectors. Furthermore, a
scene selection mechanism is proposed, based on
minimization of a distortion criterion for clustering the
scene feature vectors.

2. Feature extraction

The feature vector extraction procedure is performed in
a way similar to [1] and is briefly discussed in the sequel.
The scene and frame selection mechanisms are then
described, and experimental results are presented.

2.1. Scene cut detection

The first stage of the feature extraction procedure
includes a scene cut detection technique, in order to locate
the main shots of a video stream. Since visual content is



typically stored in MPEG compressed format, it is
preferable to perform the feature extraction directly in the
compressed domain. As a result in our approach scene cut
detection is achieved by computing the sum of the block
motion estimation error over each frame and detect frames
for which this sum exceeds a certain threshold [1].

2.2. Color and motion segmentation

Color and motion segmentation provide a powerful
representation of each video frame, more oriented to the
human perception. In general, the number, size and
location of objects as well as their color, motion, or
texture characteristics give more meaningful information
for an image than raw pixels. Thus, a color and motion
segmentation technique is applied to each video frame.
Block resolution has been adopted both for reducing the
required computational time and exploiting information
which already exists in the MPEG coding standard. To
avoid oversegmentation problems, we have proposed a
hierarchical block-based segmentation algorithm
described in [1]. Apart from information provided by
color or motion segmentation other features are also
included in the feature vector, such as information of color
and motion histograms or appropriate ac coefficients of
the DCT transform.

2.3. Feature vector formulation

A multidimensional feature vector is generated for each
frame by transforming the image domain to another
domain (the feature one), more efficient for video content
description. Color/motion segment properties cannot be
directly used as feature vector elements since their size is
different for each frame. To overcome this problem and to
achieve better feature representation fuzzy classification
of the extracted properties is performed as described in
[1]. Finally, based on the feature vectors of all frames
within a scene, a multidimensional scene feature vector is
constructed, describing the average frame properties of
the scene.

3. Scene selection mechanism

Based on scene feature vectors, an optimal extraction
of the most characteristic scenes is performed. This is
accomplished by clustering similar scene feature vectors
and selecting a limited number of cluster representatives.
Let M

i ℜ∈s , SNi ,...,2,1=  be the scene feature vector

for the i-th scene, where SN  is the total number of scenes.

Then },,2,1,{ Si NiS �== s  is the set of all scene feature

vectors. Let also SK  be the number of scenes to be

selected and ic , SKi ,...,2,1=  the feature vectors which

best represent those scenes. For each ic , an influence set
is formed which contains all scene feature vectors S∈s
which are closer to ic :

}  ),(),(:{ ijddSZ jii ≠∀<∈= cscss                          (1)

where )(⋅d  denotes the distance between two vectors. A

common choice for )(⋅d  is the Euclidean norm. In effect,

the set of all iZ  defines a partition of S into clusters of
similar scenes which are represented by the feature
vectors ic . Then the average distortion, defined as
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is a performance measure of the representation of scene
feature vectors by the cluster centers ic . The optimal
vectors �ci  are thus calculated by minimizing D:
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Direct minimization of the previous equation is a
tedious task since the unknown parameters are involved
both in distances )(⋅d  and influence zones. For this

reason, minimization is performed in an iterative way
using the generalized Lloyd or K-means algorithm [2].
Starting from arbitrary initial values )0(ic , SKi ,...,2,1= ,

the new centers are calculated through the following
equations for 0≥n :
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where )(nic  denotes the i-th center at the n-th iteration,

and )(nZi  its influence set. The center of )(nZi  is

estimated by the function
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where Z ni ( )  denote the cardinality of )(nZi . The

algorithm converges to the solution )ˆ,...,ˆ,ˆ( 21 SKccc  after

a small number of iterations.
Finally, the SK  most representative scenes are

extracted as the ones whose feature vectors are closest to
)ˆ,...,ˆ,ˆ( 21 SKccc :
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4. Frame selection mechanism

After extracting the most representative scenes, the
next step is to select the most characteristic frames within
each one of the selected scenes. This is achieved by



minimizing a correlation criterion, so that the selected
frames are not similar to each other. In particular, the most
characteristic frames are selected as the ones with the
minimum correlation among them. The selection could
also be performed using the previous optimization
technique. However, that approach does not exploit the
temporal relation of feature vectors, which is significant
for the frame selection procedure, as it is described in the
sequel.

Let us denote by },,1{, F
M

i NVi �=∈ℜ∈f  the

feature vector of the i-th frame, where L
FN 2=  is the

total number of frames of a scene, and suppose that the
FK  most characteristic ones should be selected. The

correlation coefficient of the feature vectors ji ff ,  is

defined as
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where )()( mfmf −−= j
T

iijC  is the covariance of the two

vectors, Fi
N
i NF /1∑ == fm  is the average feature vector of

the scene and iii C=2σ  is the variance of if . In order to

define a measure of correlation between FK  feature
vectors, we first define the index vector
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is the subset of  FKV  which contains all sorted index
vectors x . Thus, each index vector ),,( 1 FKxx �=x

corresponds to a set of frame numbers. The correlation
measure of the feature vectors 

FKi xxi ,,, 1 �=f  is then

defined as
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Based on the above definitions, it is clear that
searching for a set of FK  minimally correlated feature
vectors is equivalent to searching for an index vector x
that minimizes )(xR . Searching is limited in the subset W,

since index vectors are used to construct sets of feature
vectors. Therefore any permutations of the elements of x
will result in the same sets. The set of the FK  least
correlated feature vectors, corresponding to the FK  most
characteristic frames, is thus represented by
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Unfortunately, the complexity of an exhaustive search
for the minimum value of )(xR  is such that a direct

implementation would be practically unfeasible, since the
multidimensional space W includes all possible sets
(combinations) of frames. A dramatic reduction in

complexity is achieved, however, through logarithmic
search, which is performed in a way similar to the search
for block motion estimation in video sequences [3]. The
algorithm is described as follows:

By letting 12 1 −= −Lµ , we define the initial index

W∈0x  as the element of W which is closest to the middle

point ),,(~
0 µµ �=x . It can be shown that
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if FK  is even, and
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if FK  is odd, where ⋅  denotes integer part. The

neighborhood of 0x  is defined as
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for 2,,1 −= Ln �  (until 1=nS ) and get the final result

2ˆ −= Lxx .
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The algorithm is based on the assumption that frames
which are close to each other (in time) should have similar
properties, and therefore indices which are close to each
other (in W) should have similar correlation measures.
However, the technique performs equally well even in the
case of random feature vectors, as shown by experiments.



The overall procedure for the very simple case of 2=FK
is illustrated in Figure 1.
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5. Experimental results.

The proposed algorithms were integrated into a system
that was tested using several video sequences from video
databases. The results obtained from a TV news reporting
sequence of total duration 2.5 minutes (3750 frames) are
presented in the following figures. The sequence was first
partitioned in 20 scenes and then the frame and scene
feature vectors were extracted using the aforementioned
methodology. Figure 2 illustrates for each scene the frame
whose feature vector is closest to the respective scene
feature vector. We have chosen to keep four
representative scenes ( 4=SK ), and thus four scene
clusters are generated. Each cluster contains the scenes
whose feature vectors were closest to respective cluster
center. The results of the scene selection mechanism are

shown in Figure 3, where the representative scene of each
cluster is shown with black border. It is clear that the four
selected scenes give a meaningful representation of the
content of the whole video sequence. Furthermore, it can
be seen that each cluster contains scenes with similar
properties, such as number and complexity of objects.
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The frame selection mechanism was tested with the last
scene of cluster 2 (scene 12). Four frames were extracted
out of a total of 255 frames, using logarithmic search with

4=FK , and the representative frames are shown in
Figure 4. Although a very small percentage of frames is
retained, one can perceive the content of scene by just
examining the four selected frames. The correlation
measure )(xR  was also tested using a large number of

random index vectors and its probability density function
(histogram) is depicted in Figure 5. Although our search
algorithm requires about 1% of the computational time of
the random search, the located minimum value of R( )x

was indeed very close to the actual minimum, as shown by
the vertical dashed line of Figure 5.
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6. Conclusions

In this paper, a mechanism for automatic extraction of
the most representative scenes and frames in video
databases was proposed. The scheme includes on the one
hand, a minimization of a distortion criterion and one the
other, an optimization technique for indicating the indices
of the most characteristic frames within each selected
scene. To accomplish the optimal extraction, we first
applied a color or motion segmentation technique to video
frames in order to obtain an image representation more
suitable for classification. Furthermore, to make the
proposed architecture more robust, a fuzzy representation
of the feature vectors was introduced. Experimental
results indicating the good performance of the proposed
scheme were provided by examining real TV programs.
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