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Abstract

An important approach to query answering over OWL ontologies is via rewriting the input ontology (and query) into a new set of axioms that are expressed in logics for which scalable query answering algorithms exist. This approach has been studied for many important fragments of OWL like SHIQ, Horn-SHIQ, OWL 2 QL, and OWL 2 EL. An important family of rewriting algorithms is the family of resolution-based algorithms, mostly because of their ability to adapt to any ontology language (such algorithms have been proposed for all aforementioned logics) and the long years of research in resolution theorem-proving. However, this generality comes with performance prices and many approaches that implement algorithms that are tailor-made to a specific language are more efficient than the (usually) general-purposed resolution-based ones.

In the current paper we revisit and refine the resolution approaches in order to design efficient rewriting algorithms for many important fragments of OWL. First, we present an algorithm for the language DL-LiteR, which is strongly related to OWL 2 QL. Our calculus is optimised in such a way that it avoids performing many unnecessary inferences, one of the main problems of typical resolution algorithms. Subsequently, we extend the algorithm to the language ELHI which is strongly related to OWL 2 EL. This is a difficult task as ELHI is a relatively expressive language, however, we show that the calculus for DL-LiteR requires small extensions. Finally, we have implemented all algorithms and have conducted an extensive experimental evaluation using many well-known large and complex OWL ontologies. On the one hand, this is the first evaluation of rewriting algorithms of this magnitude, while, on the other hand, our results show that our system is in many cases several orders of magnitude faster than the existing systems even though it uses an additional backwards subsumption checking step.
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1. Introduction

Efficient management and querying of large amounts of (possibly distributed) data that are formally described using complex structures like ontologies is an important problem for many modern applications [26, 34, 12]. In such settings answers to user queries reflect both the stored data as well as the axioms that have been encoded in the ontology. However, query answering over OWL ontologies is a very challenging task mainly due to its very high computational complexity [37, 17, 30]. Even after intense implementation work and the design of modern sophisticated optimisations, direct (tableau-based) approaches integrated in systems such as HermiT [27], Pellet [43], and Racer [46] are not yet able to cope with very large datasets. Moreover, in several important profiles of OWL 2 [33], like OWL 2 QL and OWL 2 EL, different methods for query answering have been investigated.

A prominent (indirect) approach to query answering over OWL ontologies is via rewriting the input into axioms expressed in formalisms for which efficient data management and retrieval systems are already available. More precisely, the input ontology $O$ and query $Q$ are transformed into a set of sentences $\mathcal{R}$, typically a datalog program (or in some cases even a union of conjunctive queries) called rewriting, such that for any dataset $\mathcal{D}$ the answers to $Q$ w.r.t. $\mathcal{D}$ and $O$ coincide with the answers to $Q$ w.r.t. $\mathcal{D}$ and $\mathcal{R}$ discarding $O$ [22, 9, 39]. Since $\mathcal{R}$ is a (disjunctive) datalog program query answering can be delegated to existing scalable (deductive) database systems.

Computing rewritings has been studied for various fragments of OWL. One of the first approaches supported the language SHIQ [22], a large fragment of OWL, and the proposed techniques led to the development of KAON2 [35], one of the first practical systems for answering SPARQL queries over OWL ontologies. Recently, the technique has received considerable attention as it constitutes (perhaps) the standard approach to query answering over ontologies expressed in the languages DL-Lite [9, 41], ELHI [39], and Horn-SHIQ [14]. DL-Lite and ELHI are particularly important as they are strongly related to the OWL 2 QL and OWL 2 EL profiles of OWL 2 [33]. Besides the theoretical works many prototype systems have been developed, prominent examples of which include Mastro [10], Presto [41], Quest [40], Rapid [13], Nyaya [36].¹

¹Nyaya actually supports linear Datalog.
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¹This is a revised and extended version of the work presented in [13, 44].
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Some approaches for computing rewritings have exploited the resolution-based calculi [5]. In this setting, the input is first transformed into a set of clauses which is then saturated using resolution to derive new clauses. The latter can either contain function symbols or be function-free, while the output rewriting consists of all the derived function-free clauses. Using resolution has at least two benefits. First, such calculi are worst-case optimal and allow for a large number of existing optimisations developed in the field of theorem-proving. Second, since there exist many resolution-based decision procedures for expressive fragments of first-order logic [15, 23] it is (relatively) easier to design a resolution-based rewriting algorithm for an expressive fragment of OWL compared to designing a custom made one. For example, to the best of our knowledge, none of the tailor made systems for DL-Lite can currently support more expressive fragments of OWL, while a resolution-based algorithm for all aforementioned fragments exists.

However, the efficiency of resolution-based approaches has also been criticised [42]. Even with all the existing optimisations the saturation produces many clauses unnecessarily. More precisely, it can produce several clauses that contain function symbols and which are not subsequently used to derive other function-free clauses. Since these are neither part of the output rewriting nor do they contribute to the derivation of members of the rewriting their generation is superfluous with respect to query answering. Moreover, exhaustive application of the resolution rule is likely to create long derivations of clauses that are eventually redundant (subsumed) and the standard optimisations of resolution are not enough to provide a scalable approach. Consequently, the first generation systems (e.g., Requiem) have already been surpassed [24].

Motivated by the desire to design efficient rewriting algorithms that can also support expressive fragments of OWL we present novel resolution-based rewriting algorithms. We start from DL-Lite and we show how a rewriting can be computed by greatly restricting the standard (binary) resolution calculus initially used in [38]. Roughly speaking, our calculus generates intermediate clauses that contain function symbols only when it is known that these will contribute to the generation of other function-free clauses. This is implemented by a new resolution inference rule, called shrinking, which packages many inference steps into one macro-step and employs certain restrictions over the resolvents.

Subsequently, we extend our approach to the ontology language \( \mathcal{ELH} \) by investigating whether a rewriting algorithm that is again based on the shrinking rule can be defined. This is technically a very challenging task as the structure of \( \mathcal{ELH} \) axioms implies many complex interactions between the clauses (note that, in contrast to DL-Lite, checking concept subsumption in \( \mathcal{ELH} \) is in \( \text{ExpTime} \)). However, we show that a rewriting can be computed by an algorithm that contains an (arguably small) extension of the shrinking rule of DL-Lite, called \( n \)-shrinking, plus a new resolution rule, called function rule, which captures a very specific type of interaction between roles (binary predicates of the form \( R(x, y) \)) and their inverses (i.e., \( R(y, x) \)). Moreover, this new rule is strongly related to the extension of shrinking to \( n \)-shrinking. More precisely, if the new rule is never applied, then \( n \)-shrinking reduces precisely to the shrinking rule of DL-Lite. Hence, our algorithm has very good “pay as you go” characteristics. That is, if the ontology is expressed in \( \mathcal{ELH} \) (i.e., does not allow for inverse roles), then it is guaranteed that the new rule is never applied and \( n \)-shrinking can be simplified to shrinking, while the more inverse roles are used in axioms the more the interaction between these two rules, which can create a bottleneck. However, realistic ontologies usually contain few inverse roles, hence we expect that the algorithm would usually behave well in practice. Experimental evaluation and analysis verify our remarks.

Next, we discuss some implementation and optimisation issues which led us to the design and implementation of Rapid, a practical resolution-based system for computing rewritings. More precisely, we discuss how one can present the rewriting in a compact form reducing its size as well as some further optimisation for pruning redundant clauses.

Finally, we conducted an extensive experimental evaluation using a new test suite that includes several real-world large-scale DL-Lite and \( \mathcal{ELH} \) ontologies hence greatly extending all existing benchmarks. Regarding the experiments, our comparison against several state-of-the-art systems has provided many encouraging results. More precisely, our results show that existing systems cannot always handle large-scale and complex ontologies as in several cases they fail to terminate after running for more than 3 hours. In contrast Rapid is in the vast majority of cases able to compute a rewriting within a few seconds. Hence, to the best of our knowledge, Rapid is currently the only system that can handle ontologies of this complexity and size. Yet, there are still many difficult cases that no system can handle.

2. Preliminaries

In this section we introduce the ontology languages \( \mathcal{ELH} \) and DL-Lite which are strongly related to OWL 2 EL and OWL 2 QL respectively; we briefly recall some basic notions from first-order logic and resolution theorem-proving; we provide the definition of conjunctive queries and of query rewriting; and we present an overview of the query rewriting algorithm implemented in the Requiem system since our calculi can be seen as a refinement of this algorithm.

2.1. OWL Ontologies and Description Logics

We focus on OWL (2) ontologies interpreted under the direct semantics which are related to Description Logics (DL) [3]. DLs provide the theoretical underpinning for many fragments of OWL and there is a close connection between the functional syntax of OWL and DLs [21, 19]. For brevity we will adopt the DL notation and terminology; hence, we will call classes and object properties as atomic concepts and roles, respectively.

Let \( CN \), \( RN \), and \( IN \) be countable pairwise disjoint sets of atomic concepts, atomic roles, and individuals. \( \mathcal{ELH} \)-concepts and \( \mathcal{ELH} \)-roles are defined using the syntax in the
left-hand side of the upper two parts of Table 1, while on the right-hand side the corresponding OWL functional syntax is given. An ELH'I-ontology $O$ is a finite set of ELH'I-axioms of the form depicted in the lower part of Table 1. The Description Logic DL-Lite$_{RN}$ (for simplicity DL-Lite in the following) is obtained from ELH'I by disallowing concepts of the form $\exists R.C$ in the left-hand side of axioms. We call axioms of this form RA-axioms while all the rest are called DL-Lite-axioms.

Table 1: ELH'I-concepts, -role, and -axioms and corresponding OWL functional syntax.

<table>
<thead>
<tr>
<th>ELH'I-roles</th>
<th>ELH'I-concepts</th>
<th>Axioms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>ObjectInverseOf($R$)</td>
<td>$C_1 \sqcap C_2 \sqinter \exists R.C$</td>
</tr>
<tr>
<td>$\top$</td>
<td>owl:Thing</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>$\exists R.A$</td>
<td>ObjectIntersectionOf($C_1 C_2$)</td>
<td>$\sigma(C a)$</td>
</tr>
<tr>
<td>$\exists R.C$</td>
<td>ObjectSomeValuesFrom($R C$)</td>
<td>$(a, b) : R$</td>
</tr>
</tbody>
</table>

In the following and without loss of generality we assume that ontologies are normalised [2, 39], i.e., they contain only axioms of the form $A_1 \subseteq A_2$, $A_1 \sqcap A_2 \subseteq A$, $A_1 \subseteq \exists R.A_2$, or $\exists R.A_1 \subseteq A_1$, where $A_{i0} \in \text{CN} \cup \{\top\}$, and $R \in \text{RN} \cup \{P^n \mid P \in \text{RN}\}$. We also make the standard distinction used in DLs between the schema of an ontology, called TBox $T$, which consists of all axioms except assertion axioms and the data, called ABox $A$, which consists of all class and object property assertions.

The semantics of concepts, roles, and axioms in a DL/OWL ontology $O$ are given by means of interpretations over a domain $\Delta$. An interpretation maps individuals to objects of the domain, concepts to subsets of the domain, and roles to sets of pairs of domain objects. Concept $\top$ is mapped to $\Delta$ while all other ELH'I-concepts and ELH'I-roles are mapped to subsets of $\Delta$ and $\Delta \times \Delta$, respectively, using standard conditions listed in [21, 19]. For example, an interpretation $I$ maps $C_1 \sqcap C_2$ to the intersection of the sets that $C_1$ and $C_2$ are mapped to by $I$—that is, $(C_1 \sqcap C_2)^I = C_1^I \cap C_2^I$. Moreover, $I$ satisfies an ELH'I-axiom again if $I$ satisfies well-known conditions [21, 19]. For example, $I$ satisfies $C_1 \subseteq C_2$ if $I$ maps $C_1$ to a subset of the set that $C_2$ is mapped to. If all axioms of $O$ are satisfied by $I$ then $O$ is called satisfiable (or consistent) and $I$ a model of $O$; otherwise it is called unsatisfiable (or inconsistent).

Finally, note that in the literature extensions of ELH'I and DL-Lite are considered that allow for disjointness axioms, that is axioms of the form $A_1 \sqsubseteq \neg A_2$ and $R_1 \sqsubseteq \neg R_2$, where $A_{i0}$ is an atomic concept and $R_{i0}$ an atomic role or its inverse. The use of such axioms can lead to inconsistencies, e.g., if $T = \{A \sqsubseteq \neg B\}$ and $A = \{A(a), B(a)\}$ then $T \cup A$ is inconsistent. Query answering over inconsistent ontologies is meaningless unless special techniques and semantics are used [28, 6]. In the current paper we consider query answering only over consistent ontologies; hence axioms like the above ones are superfluous and we have discarded them.

2.2. Resolution-Based Calculi

We use the standard notions of first-order variables, denoted by $x, y, z, \ldots$; constants, denoted by letters $a, b, c, \ldots$; unary function symbols, denoted by letters $f, g, \ldots$ (e.g., $f(x), g(y), \ldots$), terms which are also denoted by letters $s, t, \ldots$; atoms (e.g., $C(x), R(x, y)$), the entailment relation $\models$, and of substitutions, denoted by letters $\sigma, \mu, \ldots$. The depth of a term $t$ is defined as follows: $\text{depth}(t) = 0$, if $t$ is a constant or a variable and $\text{depth}(f(s)) = 1 + \text{depth}(f(s))$ if $t$ contains a functional symbol. The depth of an atom is the maximum depth of its terms.

A list of terms of the form $(s_1, \ldots, s_n)$ is abbreviated by $\bar{s}$, while we also often abbreviate a conjunction of the form $B_1(s) \land \ldots \land B_n(s)$ by $B(s)$. In addition, we use the notion of a (Horn) clause $C$, that is, a disjunction of atoms of the form $H \leftarrow B_1 \lor B_2 \lor \ldots \lor B_n$ which can also be written as $H \leftarrow B_1 \lor B_2 \lor \ldots \lor B_n$. $H$ is called the head of the clause and the set $\{B_1, \ldots, B_n\}$ is called the body and is denoted by body$(C)$. For an atom $A$ we use $\text{var}(A)$ to denote the set of its variables; var can be extended to clauses in the obvious way. Finally, we use the notation $[B(x)](\{B(x)\})$ to indicate that the presence of atom $B(x)$ (conjunction $B(x)$) is optional. For example, $A(x) \leftarrow C(x) \lor [B(x)]$ denotes either $A(x) \leftarrow C(x) \lor B(x)$ or $A(x) \leftarrow C(x)$.

We also use standard notions from first-order theorem proving, like most general unifier (mu) [16]. Next, we recapitulate some basic notions. An inference rule, or simply inference is an $n + 2$-ary relation usually written as follows:

$$\begin{align*}
C & \rightarrow C_1 \ldots C_n & C' & \rightarrow C_{n+1} \ldots C_{n+m}
\end{align*}$$

where clause $C$ is called the main premise, $C_1, \ldots, C_n$ are called the side premises and $C'$ is called the conclusion or resolvent; both main and side premises are also called premises. An inference system $I$, also called calculus, is a collection of inference rules. Let $\Sigma$ be a set of clauses, $C$ a clause and $I$ an inference system. A derivation of $C$ from $\Sigma$ by $I$, written $\Sigma \vdash^I C$ (or simply $\Sigma \vdash C$ if $I$ is clear from the context), is a sequence of clauses $C_1, \ldots, C_m$ such that $C_m = C$, each $C_i$ is either a member of $\Sigma$ or the conclusion of an inference by $I$ from $\Sigma \cup \{C_1, \ldots, C_{i-1}\}$. In that case we say that $C$ is derivable from $\Sigma$ by $I$ and that the derivation starts with $C_1$. We write $\Sigma \vdash_I C$ to denote that the depth of the corresponding derivation tree [11] constructed for $C$ from $\Sigma$ is less than or equal to $i$. We also often write $\Sigma, C \vdash C'$ instead of $\Sigma \cup \{C\} \vdash C'$. A set of clauses $\Sigma$ is saturated with respect to an inference system $I$ if the conclusion of any inference by $I$ from $\Sigma$ is an element of $\Sigma$.

A form of derivation with particular interest to us is SLD derivation [29]. An SLD derivation of a clause $C$ from a set of clauses $\Sigma$ is a sequence of clauses $C_1, \ldots, C_n$ such that $C_1 \in \Sigma$, $C_n = C$ and $C_{i+1}$ is a resolvent of $C_i$ and some clause in $\Sigma$. For a set of clauses $\Sigma$ we call SLD calculus, $\Sigma_{\text{SLD}}$, the inference
system that consists of the (standard) binary resolution rule restricted to producing only SLD derivations as defined before. If it is clear from the context we simply write \( I_{\text{SLD}} \).

2.3. Datalog and Conjunctive Queries

A datalog clause \( r \) is a function-free Horn clause where the variables occurring in the head also occur in the body. A variable that appears at least twice in the body and not in the head is called ej-variable; we use \( \text{ejvar}(r) \) to denote all ej-variables of a clause \( r \). A datalog program \( \mathcal{P} \) is a finite set of datalog clauses.

A union of conjunctive queries (UCQ) \( Q \) is a set of datalog clauses such that their head atoms share the same predicate \( Q \), called query predicate, which does not appear anywhere in the body. A conjunctive query (CQ) \( Q \) is a UCQ with exactly one clause. We often abuse notation and identify a CQ with the single clause it contains instead of a singleton set. The variables that appear in the head of a CQ \( Q \) are called answer variables and are denoted by \( \text{avar}(Q) \). For a query \( Q \) with query predicate \( Q \), a tuple of constants \( \overrightarrow{a} \) is a certain answer to \( Q \) w.r.t. a TBox \( T \) and an ABox \( \mathcal{A} \) if the arity of \( \overrightarrow{a} \) agrees with the arity of \( Q \) and \( T \cup \mathcal{A} \models Q(\overrightarrow{a}) \). We use \( \text{cert}(Q, T \cup \mathcal{A}) \) to denote all certain answers to \( Q \) w.r.t. \( T \) and \( \mathcal{A} \).

Given two CQs \( Q_1, Q_2 \) with head predicates \( Q_1, Q_2 \) of the same arity respectively, we say that \( Q_1 \) subsumes \( Q_2 \) if there exists a substitution \( \theta \) such that \( Q_1 \theta = Q_2 \) and every atom in body\((Q_1)\theta\) also appears in body\((Q_2)\).

2.4. Query Rewriting and the Requiem System

Query rewriting is a prominent technique for answering queries over ontologies. Intuitively, a rewriting of a query \( Q \) w.r.t. a TBox \( T \) is a set of sentences (usually a datalog program or a UCQ) that captures all the information that is relevant from \( T \) for answering \( Q \) over an arbitrary ABox \( \mathcal{A} \) [9, 39, 41]. This intuition is formalised next.

**Definition 1.** Let \( Q \) be a CQ with query predicate \( Q \) and let \( T \) be a TBox. A datalog rewriting (or simply rewriting) \( R \) of a CQ \( Q \) w.r.t. \( T \) is a program whose clauses can be partitioned into two disjoint sets \( R_D \) and \( R_Q \) such that \( R_D \) does not mention \( Q \), \( R_Q \) is a UCQ with query predicate \( Q \), and where for each \( R \) and using only predicates from \( T \) we have:

\[
\text{cert}(Q, T \cup \mathcal{A}) = \text{cert}(R_Q, R_D \cup \mathcal{A}).
\]

If \( R_D = \emptyset \), then \( R \) is called a UCQ rewriting.

Note that if \( T \) is expressed in DL-Lite, then a UCQ rewriting always exists. This property is referred to as first-order rewritability [9, 1].

**Example 1.** Consider the following TBox and query:

\[
\begin{align*}
T_1 &= \{ A \subseteq \exists R.B, R \subseteq S, B \cap E \subseteq C \} \\
Q_1 &= Q(x) \leftarrow S(x, y) \land C(y)
\end{align*}
\]

The behaviour of Requiem over a given input CQ \( Q \) and TBox \( T \) can be described by the following steps:

1. **Clausification:** First, the input TBox \( T \) is transformed into a set of (Horn) clauses \( T_C \) by using the well-known equivalence of DL axioms with first-order clauses and by skolemising existential variables with new function symbols [4] (see also Example 2). The equivalence of DL axioms with Horn clauses is also depicted in Table 2, where each function symbol \( f \) is uniquely associated to the specific occurrence of concept \( \exists R.C \) (\( \exists R.-B \)).

<table>
<thead>
<tr>
<th>Axiom</th>
<th>Clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B \subseteq A )</td>
<td>( A(x) \leftarrow \overline{B}(x) )</td>
</tr>
<tr>
<td>( B \cap C \subseteq A )</td>
<td>( A(x) \leftarrow \overline{B}(x) \land \overline{C}(x) )</td>
</tr>
<tr>
<td>( \exists R \subseteq A )</td>
<td>( \overline{A}(x) \leftarrow R(x, y) )</td>
</tr>
<tr>
<td>( \exists R^- \subseteq A )</td>
<td>( \overline{A}(x) \leftarrow \overline{R}(y, x) )</td>
</tr>
<tr>
<td>( A \subseteq \exists R.B )</td>
<td>( A(x) \leftarrow f(x, y) \leftarrow \overline{A}(x) )</td>
</tr>
<tr>
<td>( A \subseteq \exists R^- . B )</td>
<td>( A(x) \leftarrow f(x, y) \leftarrow \overline{A}(x) )</td>
</tr>
<tr>
<td>( \exists R.C \subseteq A )</td>
<td>( A(x) \leftarrow \overline{R}(x, y) \land \overline{C}(y) )</td>
</tr>
<tr>
<td>( \exists R^- . C \subseteq A )</td>
<td>( A(x) \leftarrow \overline{R}(y, x) \land \overline{C}(y) )</td>
</tr>
<tr>
<td>( P \subseteq R )</td>
<td>( \overline{R}(x, y) \leftarrow P(x, y) )</td>
</tr>
<tr>
<td>( P \subseteq R^- )</td>
<td>( \overline{R}(x, y) \leftarrow P(y, x) )</td>
</tr>
</tbody>
</table>

It can be verified that the set \( R = \{ Q_1, C_1, C_2 \} \) where \( C_1 = S(x, y) \leftarrow R(x, y) \) and \( C_2 = C(x) \leftarrow B(x) \land E(x) \) is a datalog rewritting of \( Q_1 \) w.r.t. \( T_1 \).

Many query rewriting algorithms for various ontology languages have been developed in recent years [41, 40, 14, 45]. Since the focus in the current paper is on resolution-based rewriting algorithms, next, we will briefly introduce the algorithm implemented in the Requiem system [39].

The behaviour of Requiem over a given input CQ \( Q \) and TBox \( T \) can be described by the following steps:

1. **Clausification:** First, the input TBox \( T \) is transformed into a set of (Horn) clauses \( T_C \) by using the well-known equivalence of DL axioms with first-order clauses and by skolemising existential variables with new function symbols [4] (see also Example 2). The equivalence of DL axioms with Horn clauses is also depicted in Table 2, where each function symbol \( f \) is uniquely associated to the specific occurrence of concept \( \exists R.C \) (\( \exists R.-B \)).

2. **Saturation:** Next, the classified TBox together with the input query are saturated by using (binary) resolution parameterised with a selection function [5] producing a new set of clauses \( T_C^{\text{sat}} \). When the calculus is applied to the clauses of the form depicted in Table 2 there are only specific types of resolution inferences that can be performed as well as specific types of new clauses that can be produced. The types of clauses that can be derived by Requiem’s calculus are given in Table 3. We give the possible interactions among them in Appendix B. Note that in DL-Lite, clauses of type 4.1 and 4.2 can only appear without the conjunct \( C(y) \) and clauses of type 3.3 appear without functions. We refer the reader to [39] for the precise definition of the selection function. In brief, it is defined as follows: for clauses of type 2.1, 2.2 it selects the head atom; for clauses of type 2.3 if there are body atoms that contain a functional term, then all these are selected; otherwise it selects the head atom; for clauses of type 3.1, 3.2, 4.1, 4.2 it selects the role atom in the body; for clauses of type 3.3 it selects the deepest body atom; for clauses of
Table 3: Types of DL-Lite or $\mathcal{ELHI}$ clauses, where $s$ is a list of terms $(s_1, s_2, \ldots, s_8)$ and $D_j(t_j)$ denotes either a concept atom $D_j(t_j)$, or a role atom $D_j(t_j, t_j)$.

<table>
<thead>
<tr>
<th>Type</th>
<th>Clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$Q(s) \leftarrow \bigwedge D_j(t_j)$</td>
</tr>
<tr>
<td>2.1</td>
<td>$R(x, f(x)) \leftarrow A(x)$</td>
</tr>
<tr>
<td>2.2</td>
<td>$B(f(x)) \leftarrow A(x)$</td>
</tr>
<tr>
<td>2.3</td>
<td>$C(x) \leftarrow [A(f(x))]$</td>
</tr>
<tr>
<td>3.1</td>
<td>$R(x, y) \leftarrow P(x, y)$</td>
</tr>
<tr>
<td>3.2</td>
<td>$R(x, y) \leftarrow P(y, x)$</td>
</tr>
<tr>
<td>3.3</td>
<td>$A(x) \leftarrow C(x) \land [B(f(x))]$</td>
</tr>
<tr>
<td>4.1</td>
<td>$A(x) \leftarrow R(y, x) \land [C(y)]$</td>
</tr>
<tr>
<td>4.2</td>
<td>$A(x) \leftarrow R(y, x) \land [C(y)]$</td>
</tr>
</tbody>
</table>

3. Unfolding: It applies on $\mathcal{T}_C^{\text{sat}}$, the so called unfolding step which produces a rewriting of an optimal form [39]. During the unfolding step clauses of type 3.1, 3.2, function-free clauses of type 3.3, and clauses of type 4.1, 4.2 of the form $A(x) \leftarrow R(x, y)$ and $A(x) \leftarrow R(y, x)$, are exhaustively resolved with other function-free clauses. For example, clause $A(x) \leftarrow C(x)$ will resolve with clause $B(x) \leftarrow A(x)$ to obtain $B(x) \leftarrow C(x)$. Although this step is in a sense optional, our proofs of correctness assume that this is also part of the Requiem calculus. Moreover, we consider a slightly extended version of unfolding, where also clauses of the form $A(x) \leftarrow C(x)$ are considered in the unfolding.

4. Post-processing: Finally, Requiem returns all function-free clauses in $\mathcal{T}_C^{\text{sat}}$.

We use $I_{\text{REQ}}$ to denote the calculus used at step 2. and $\text{RQR}(Q, \mathcal{T})$ to denote the datalog program returned at step 4.

All the previous steps are illustrated through the following example.

**Example 2.** Consider the TBox and query of Example 1. As stated above the first step is to transform $\mathcal{T}_1$ into a set of clauses. According to Table 2 the clauses that are produced from TBox $\mathcal{T}_1$ are the following:

\begin{align*}
R(x, f(x)) & \leftarrow A(x) \quad (1) \\
B(f(x)) & \leftarrow A(x) \quad (2) \\
S(x, y) & \leftarrow R(x, y) \quad (3) \\
C(x) & \leftarrow B(x) \land E(x) \quad (4)
\end{align*}

As it can be seen, the axiom $A \subseteq \exists R.B$ produces two clauses that contain the function symbol $f$ and which is uniquely associated with the specific occurrence of concept $\exists R.B$ in axiom $A \subseteq R.B$.

Next, $I_{\text{REQ}}$ is applied on $Q_1$ and all clauses (1)-(4), where we have underlined the atoms that Requiem’s selection function will select. Then, according to the possible interactions depicted in Table B.10 the following inferences are performed:

\begin{align*}
(3), (1) & \vdash S(x, f(x)) \leftarrow A(x) \quad (5) \\
(4), (2) & \vdash C(f(x)) \leftarrow A(x) \land E(f(x)) \quad (6) \\
Q_1, (5) & \vdash Q(x) \leftarrow A(x) \land C(f(x)) \quad (7)
\end{align*}

Referring to Table B.10 the first inference is of the form $3.1+3.2=3.1$, the second one is of the form $3.3+3.2=2.3$, while the third one is of the form $1+2.1=1$.

It is not hard to see that no new clauses different up to variable renaming can be produced using $I_{\text{REQ}}$. By discarding the unfolding step mentioned above, the algorithm can terminate and return all function-free clauses, i.e., the set $\mathcal{R} = \{Q_1, (3), (4)\}$. If we also consider the unfolding step, then the algorithm unfolds clause (3) into $Q_1$ to produce $Q_2 = Q(x) \leftarrow R(x, y) \land C(y)$, clause (4) into $Q_2$ to obtain $Q_3 = Q(x) \leftarrow S(x, y) \land B(x) \land E(x)$, and finally clause (4) into $Q_2$ to obtain $Q_4 = Q(x) \leftarrow R(x, y) \land B(x) \land E(x)$.

Then, the rewriting returned would be $\mathcal{R}’ = \{Q_1, Q_2, Q_2, Q_1\}$.

Since our topic is resolution algorithms which, to the best of our knowledge, always transform the input into clauses, in the following we assume that ontologies are already given in a clausal form to simplify the presentation. Moreover, clauses that are produced by classifying RA-axioms and DL-Lite-axioms are called RA-clauses and DL-Lite-clauses, respectively. These notions are extended to include also clauses of the form $A(x) \leftarrow B(x)$ and $A(x) \leftarrow R(x, y) \land C(y)$.

3. Resolution-Based Rewriting for DL-Lite

In the current section we present our resolution based rewriting algorithm for DL-Lite. We first illustrate the most important deficiencies of current resolution-based rewriting algorithms which led us to the new design. Then, we present the calculus and finally we show its correctness, i.e., that it computes a rewriting for a given query and DL-Lite-TBox.

**Example 3.** Consider the TBox $\mathcal{T}_1$ and query $Q_1$ from Example 2 as well as the inferences performed by $I_{\text{REQ}}$ on $\mathcal{T}_1 \cup Q_1$. As it can be observed the algorithm performed three unnecessary inferences. More precisely, all inferences producing clauses (5)–(7) are not necessary because they produce clauses that are discarded in the final step (they contain a function symbol) and no inference using either of them as a side or main premise leads to clauses that are members of the rewriting $\mathcal{R}$ for $\mathcal{T}_1, Q_1$.

Assume now that $\mathcal{T}_1$ additionally contained $C(x) \leftarrow B(x)$. This clause resolves with (2) producing $C(f(x)) \leftarrow A(x)$ which subsequently resolves with (7) producing $Q(x) \leftarrow A(x)$. Since the latter clause is function-free it is a member of a rewriting for $Q_1$ w.r.t. $\mathcal{T}_1 \cup (C(x) \leftarrow B(x))$. Clearly, in that case the inferences that produced clauses (5) and (7) are necessary and cannot be omitted.

The last two unfoldings are not performed by the original version of Requiem [39] but as mentioned above we consider this trivial extension here.
As it has been argued [42], TBoxes of real-world ontologies typically contain many clauses of the form $R(x, f_i(x)) \rightarrow A_j(x)$. Together with clauses like clause (3) and $Q_1$ of Example 2, this implies that typical resolution-based rewriting algorithms, like Requiem’s, would produce many clauses of the form $S(x, f_i(x)) \rightarrow A_j(x)$ and $Q_1 \rightarrow A_j(x) \land C(f_i(x))$. Most of these clauses would not subsequently participate in additional inferences hence their generation is superfluous and it would be of benefit to avoid it especially in the case of large ontologies.

In general, allowing the production of clauses containing function symbols is a too fine-grained approach and can lead to the construction of the same clause many times, as shown in the following example.

**Example 4.** Consider the query $Q_3 = Q(x) \leftarrow S(x, y) \land P(y, z) \land D(z)$ and the TBox $T_2 = T_1 \cup \{C_1, C_2\}$, where $T_1$ is as defined in Example 2 and $C_1, C_2$ are as follows:

$$C_1 = P(x, g(x)) \leftarrow B(x)$$
$$C_2 = D(g(x)) \leftarrow B(x)$$

Then, $I_{\text{REQ}}$ would perform the following inferences:

$$Q_3, (5) \vdash Q(x) \leftarrow A(x) \land P(f(x), z) \land D(z)$$
$$Q_3, (5) \vdash Q(x) \leftarrow A(x) \land B(f(x)) \land D(g(f(x)))$$

Construction of clauses (8) to (11) corresponds to one path in the derivation while construction of all clauses after (12) to another. We can note that both paths in the derivation lead to the production of the same clause—that is, clause (10), which can then be used to produce clause (11). It is also obvious that the second path is preferable as in addition it leads to the production of the function-free clause (13).

An initial workaround to the above issues can be achieved by applying the calculus $I_{\text{REQ}}$ in the following way: first, saturate the clauses of $T$ to obtain a new set of clauses $T_{\text{sat}}$; then, perform only those inferences that if they first introduce a clause that contains an atom with a function symbol in the body, then $T_{\text{sat}}$ also contains some clause that would subsequently “eliminate” this atom and create a function-free clause. In Example 2, this refined strategy would resolve $Q_1$ with (5) only if clause $C(f_i(x)) \leftarrow A(x)$ also exists in $T_{\text{sat}}$. If it does, then it is guaranteed that after generating clause (7) that contains conjunct $C(f_i(x))$ in the body, clause $C(f_i(x)) \leftarrow A(x)$ can be used as a side premise in an inference to eliminate $C(f_i(x))$ from (7) and generate the function-free clause $Q(x) \leftarrow A(x)$. Actually, both these inferences can be performed as one macro-inference with main premise $Q_1$ and side premises (5) and $C(f_i(x)) \leftarrow A(x)$—that is, two clauses that have the same function symbol in the head. In Example 4, this strategy would only generate clauses (13) and (11) of the second path, while the first part would be completely discarded.

However, to implement this macro-inference approach we need to perform a quadratic loop over the set $T_{\text{sat}}$ to look for pairs of clauses that together introduce and then eliminate some term that contains a function symbol. Since $T_{\text{sat}}$ can be quadratically larger than $T$ [39] this approach might not scale well in practice.

The difficulty to efficiently implement the above macro-inference step is mostly because the $I_{\text{REQ}}$ calculus follows a “forward” style approach to apply resolution which generates new clauses that contain function symbols (e.g., clause (5)) was generated by propagating $f$ from clause (1) to (3) hence causing a blow-up in the size of $T_{\text{sat}}$. To implement the aforementioned macro-resolution step in an efficient way we need to pick pairs of clauses from $T$ rather than $T_{\text{sat}}$. To achieve this our calculus is based on a rather goal-oriented “backwards” style approach that resembles derivations by $I_{\text{SLD}}$.

**Example 5.** Consider $Q_1$ and $T_1$ from Example 3. Let also the TBox $T' = T_1 \cup \{C(x) \leftarrow B(x)\}$.

Assume that we have a calculus that instead of resolving clauses (1) and (3) to propagate the function $f$ (like $I_{\text{REQ}}$ did in Example 2) it resolves $Q_1$ with (3) to produce $Q_2 = Q(x) \leftarrow R(x, y) \land C(y)$. Subsequently, $Q_2$ resolves with clause (1) creating $Q(x) \leftarrow A(x) \land C(f(x))$ but, as mentioned above, it can additionally check if $T'$ contains a clause of the form $C(f(x)) \leftarrow A(x)$ which can be used afterwards to create a new resolvent that does not contain $C(f(x))$. Such a clause does not exist so the inference is avoided. Next, clause $Q_2$ resolves with $C(x) \leftarrow B(x)$ creating $Q_3 = Q(x) \leftarrow R(x, y) \land B(y)$. Then, $Q_3$ can be resolved with (1) since also clause (2) is in $T'$ and by resolving them in turn with $Q_1$ we can generate the function-free clause $Q(x) \leftarrow A(x)$.

The crucial difference between $I_{\text{REQ}}$ and our hypothetical calculus is that, in the latter case, to implement the resolution step we pick clauses from a TBox rather than from its saturation. In addition to being much smaller, a (clasified) DL-Lite-TBox can contain at most two clauses with a term containing the same function symbol. This is because function symbols are unique per occurrence of concepts $\exists R.B$ and no new clauses containing terms with function symbols are generated by the above calculus. The latter can be exploited in the implementation by using proper indexes in order to efficiently retrieve pairs of clauses for the macro-inference step.

All the previous observations motivate our resolution-based rewriting algorithm for DL-Lite ontologies defined next.

**Definition 2.** Let $Q$ be a CQ and let $C_{(i)}$ be DL-Lite-clause(s). With $I_{\text{lite}}$ we denote the inference system that consists of the following inference rules:

- unfolding:

  $$\frac{Q \quad C}{Q' \sigma} \quad \text{where}$$

  1. $Q' \sigma$ is function-free resolvent of $Q$ and $C$, and
2. If \( x \mapsto f(y) \in \sigma \), then \( x \notin \text{ejvar}(Q) \).

- Shrinking:

\[
\frac{Q \quad C_1 \quad [C_2]}{Q' \sigma} \quad \text{where }
\]

1. \( Q' \sigma \) is a function-free resolvent of \( Q, C_1, \) and \( C_2 \), and
2. \( \text{some } x \mapsto f(y) \in \sigma \) exists such that \( x \in \text{ejvar}(Q) \).

Finally, for \( Q \) a CQ and \( T \) a DL-Lite-TBox, Rapid-Lite \((Q, T)\) is the set of all the function-free clauses derivable from \( Q \cup T \) by \( I_{\text{lite}} \).

Inferences by the unfolding rule correspond to inferences by (classical) binary resolution where the resolvent is function-free. This is achieved by the condition on \( \sigma \). In contrast, shrinking is a macro-inference rule that packages many inferences into one and captures the intuition illustrated in our discussion and examples above—that is, it represents derivations of the form \( Q, Q_1, \ldots, Q_n, Q' \) where \( Q \) is function-free, \( Q_1 \) contains some function symbol \( f \) and then all subsequent inferences attempt to eliminate from each \( Q_i \), all terms containing \( f \) until we reach a function-free clause \( Q' \). Since \( Q \) is function-free and \( Q_1 \) contains \( f \), the mgu of the first inference must map an ej-variable of \( Q \) to a term of the form \( f(y) \). This is captured by the second condition on \( \sigma \). Moreover, as mentioned above, these inferences can involve at most two different side premises that mention \( f \) and which are from \( T \). Hence, the side premises in the shrinking rule can be of the form \( R(x, f(x)) \leftarrow B(x) \) and \( A(f(x)) \leftarrow B(x) \). Furthermore, since the resolvent is function-free, the ej-variable of the main premise is eliminated and since the DL-Lite-clauses do not contain ej-variables in their bodies, the resolvent has (strictly) fewer ej-variables than the main premise. Finally, note that the side premises always belong in \( T \) and hence \( I_{\text{lite}} \) actually produces SLD derivations.

Applied to \( T' \) and \( Q_1 \) from Example 5, the calculus \( I_{\text{lite}} \) would perform the steps described in the example. That is, \( Q_2 \) is obtained as an unfolding on \( Q_1 \) and \( (3), Q_1 \) is again produced by unfolding on \( Q_2 \) and \( C(x) \leftarrow B(x) \), while \( Q(x) \leftarrow A(x) \) is obtained by shrinking on \( Q_2 \), (2), and (1).

### 3.1. Correctness of \( I_{\text{lite}} \)

To show that our rewriting algorithm indeed produces a rewriting we will show that a derivation constructed by \( I_{\text{REQ}} \) can be transformed into a derivation by \( I_{\text{lite}} \). Hence, saturating \( T \cup Q \) by \( I_{\text{lite}} \) will create all necessary members of a rewriting. To do so we proceed in two steps. First, we show that each Reqium derivation can be transformed into a derivation by \( I_{\text{SLD}} \). This is done by showing how a Reqium inference of the form \( Q, C \vdash Q' \) where \( T \vdash C \), can be “unfolded” into two inferences of the form \( Q, C_1 \vdash Q'', C_2 \vdash Q' \) where \( T \vdash C \) and \( T \vdash C_1 \) and \( T \vdash C_2 \). Hence, by repeated applications of this claim we obtain inferences with main premises type 1 clauses and side premises only clauses from \( T \), i.e., a derivation by \( I_{\text{SLD}} \) from \( T \).

---

4Note that the number of these inferences can be more than two if, for example, \( Q \) is of the form \( Q(x) \leftarrow R(x, y) \land R(z, y) \land R(w, y) \land D(x) \).

### Lemma 1

Let \( T \) be a DL-Lite-TBox and \( Q \) be a CQ. Every type 1 clause derivable from \( T \cup Q \) by \( I_{\text{REQ}} \) is also derivable from \( T \cup Q \) by \( I_{\text{SLD}} \).

Second, we show that each derivation by \( I_{\text{SLD}} \) can be transformed into a derivation by \( I_{\text{lite}} \). Since unfolding corresponds to standard binary resolution, the non-trivial part is clearly the shrinking inferences. As stated, an inference by shrinking \( Q, C_1, [C_2] \vdash Q' \) corresponds to many inferences of the form \( Q, C_{i_1} \vdash Q_1, Q_1 \vdash Q_2, \ldots, Q_{i_k} \vdash Q' \) for \( i_1 \in \{1, 2\} \), where \( Q, Q' \) are function-free and all \( Q_i \), \( 1 \leq k \leq n-1 \) and \( C_1, C_2 \) mention the same function symbol \( f \). Hence, intuitively, derivations by \( I_{\text{lite}} \) are in a sense “compact” with respect to terms containing function symbols—that is, one clause containing a function symbol \((Q_i)\) is created from a function-free clause \( Q \) and then many inferences follow which try to eliminate the terms introduced using side premises that also mention the same function symbol. We call such derivations function-compact.

### Definition 3

Let \( \Sigma \) be a set of Horn clauses and \( Q_1, Q_2, \ldots, Q_n \) a derivation by \( I_{\text{SFD}} \) where \( Q_i, C_i \vdash Q_{i+1} \) and \( C_i \in \Sigma \) for each \( 1 \leq i < n \). Assume also that all \( Q_1, \ldots, Q_n \) contain a term of the form \( f(x_i) \) and of the same depth, and that \( Q_1 \) and \( Q_n \) are function-free. We say that the derivation is function-compact if all side premises \( C_i \) with \( 1 \leq i < n \) used in the derivation also contain a term of the form \( f(x_i) \).

Hence, to show correctness of our algorithm we show that any derivation by \( I_{\text{SFD}} \) using Horn clauses as side premises can be transformed into one that is function-compact. This is done by showing that in every non-function-compact derivation \( Q_1, \ldots, Q_n \), there exists some inference with side premise a clause \( C_x \) that does not mention \( f \) which can be moved “outside” of the sequence either at the beginning, hence having \( Q_1, C_x \vdash Q_2 \), or at the end, hence having \( Q_n \vdash C_x \). In the former case, since \( Q_1 \) is function-free and \( C_x \) does not mention \( f \), \( Q_2 \) must be function-free. In the latter case since \( Q_n \) is function-free and \( C_x \) does not mention \( f \), \( Q_2 \) must be function-free. Hence, this re-ordering either pushes downwards (in the former case) or upwards (in the latter case) all inferences with side premises that mention \( f \). By repeated application of this re-ordering only inferences with side premises that mention \( f \) would appear in between the first clause where \( f \) was introduced until the last one that mentions it. First, we show a rather general result that is not based on DL-Lite and which will also be used later when we extend the calculus to \( ELHI \).

### Lemma 2

Any derivation built by inferences that have as side premises Horn clauses that can contain terms with function symbols only in the head can be transformed into one that is function-compact.

The next proposition follows straightforwardly by the form of clauses of DL-Lite-TBoxes.

### Proposition 1

Let \( T \) be a DL-Lite-TBox and \( Q \) a query. Any derivation from \( T \cup Q \) by \( I_{\text{SFD}} \) is produced by using as side premises Horn clauses that have terms with function symbols only in the head.
Summarising, a derivation from $T \cup Q$ by $I_{\text{REQ}}$ can be transformed into a derivation by $I_{\text{SLD}}$ which can then be transformed into a function-compact one. Moreover, the inference rules of $I_{\text{lite}}$ are trivially sound as they are based on resolution. These imply that $I_{\text{lite}}$ indeed produces a rewriting for an input CQ and DL-Lite-TBox (see proofs in Appendix C). Finally, termination follows from the fact that there is a bounded number of symbols (variables, constants, roles, and concepts) with which we can construct a clause that can be derived from $I_{\text{lite}}$. More precisely, $I_{\text{lite}}$ always produces function-free clauses, hence no resolvent containing a term of the form $f(x)$ can be produced by $I_{\text{lite}}$. Moreover, every resolvent produced by $I_{\text{lite}}$ has at most the same number of ej-variables as the input query $Q$: first, only clauses from $T$ are used as side premises and by Table 3 it is clear that their body atoms that are introduced in the resolvent after the inference, do not contain any new ej-variable. For shrinking, in more detail, the produced resolvent has strictly fewer ej-variables: the main premise must contain two atoms of, e.g., the form $R(x,y)$ and $C(y)$, $y$ is the ej-variable, the side premises are of the form $R(x,f(x)) \leftarrow A(x)$ and $C(f(x)) \leftarrow A(x)$, the muo maps $y$ to $f(x)$, and since the resolvent is function-free, $y$ is eliminated. An inference via unfolding can, however, increase the number of variables of the main premise, e.g., if the main premise is of the form $Q(x) \leftarrow A(x)$ and the side premise of the form $A(x) \leftarrow R(x,y)$, then the resolvent of the form $Q(x) \leftarrow R(x,y)$ and $y$ is a new variable. However, $y$ can never become an ej-variable and, moreover, it is necessarily associated with an answer or an ej-variable (e.g., x here). This implies, that for $k$ the number of clauses in $T$ of the form $A(x) \leftarrow R(x,y)$, the number of these new variables that can be introduced by subsequent unfoldings is bounded by $k$ and the number of answer and ej-variables of the main premise (which as stated is bounded). Hence, by all the previous it follows that the number of clauses produced by $I_{\text{lite}}$ is bounded by the number of answer and ej-variables of the input CQ and the number of symbols and axioms in $T$.

**Theorem 1.** Let a DL-Lite-TBox $T$ and a CQ $Q$. Every derivation from $T \cup Q$ by $I_{\text{lite}}$ terminates. Moreover, Rapid-Lite($Q$, $T$) is a rewriting of $Q$ w.r.t. $T$.

### 4. Resolution-Based Rewriting for $\mathcal{ELHI}$

In the current section we extend the inference system $I_{\text{lite}}$ in order to provide a resolution-based rewriting algorithm for $\mathcal{ELHI}$ ontologies. Our goal is to design an optimised algorithm that is going to use as much as possible the macro-inference (shrinking) of $I_{\text{lite}}$.

In addition to clauses stemming from DL-Lite axioms, $\mathcal{ELHI}$ also allows for RA-clauses, i.e., clauses of the form $E(x) \leftarrow R(x,y) \land F(y)$. A straightforward approach to obtain a calculus for $\mathcal{ELHI}$ would be to extend Definition 2 to allow for arbitrary RA-clauses as side premises in shrinking and unfolding. Then, Lemmas 1 and 2 apply with few modifications and hence this calculus would produce a rewriting.

**Example 6.** Let $T$ be the $\mathcal{ELHI}$-TBox consisting of the following clauses:  

\[
\begin{align*}
C(x) & \leftarrow S(x,y) \land D(y) \quad (14) \\
S(f(x),x) & \leftarrow B(x) \quad (15) \\
K(x) & \leftarrow S(y,x) \land C(y) \quad (16)
\end{align*}
\]

Let also the query $Q_1 = Q(x) \leftarrow K(x)$.

By unfolding on $Q_1$ and (16) we obtain the clause $Q_2 = Q(x) \leftarrow S(y,x) \land C(y)$; then, by unfolding on $Q_2$ and (14) we obtain the clause $Q_3 = Q(x) \leftarrow S(y,z) \land D(z)$; finally, by shrinking on $Q_3$ and (15) we can obtain the clause $Q_4 = Q(x) \leftarrow B(x) \land D(x)$. It can be verified that $R = \{Q_1, Q_2, Q_3, Q_4\}$ is a rewriting of $Q$ w.r.t. $T$.

However, as the previous example shows, using RA-clauses as side premises can produce resolvents that contain more variables than the main premise of the inference (e.g. clause $Q_3$ contains a variable $z$ that does not appear in $Q_2$) and hence to variable proliferation which implies termination problems. In general, one could remedy this issue by deciding a bound on the number of times (variables) that such clauses can be used as side premises (introduced to the resolvent). This problem is loosely related to query and predicate boundedness and although some recent results have been obtained [7], most of the proposed algorithms are based on complex automata which, to the best of our knowledge, have not yet been implemented.

Consequently, to provide an efficient and terminating algorithm the calculus should not allow RA-clauses as side premises. But then, to be able to deal with $\mathcal{ELHI}$ ontologies the new algorithm would need to produce intermediate clauses that are derivable by RA-clauses in a similar way to the standard $I_{\text{REQ}}$ calculus. The next example shows how $I_{\text{REQ}}$ would behave when applied to the input of Example 6 which we will use to illustrate the extensions that are needed to $I_{\text{lite}}$.

**Example 7.** Consider the TBox $T$ and query $Q_1$ from Example 6. When applied to $T$ and $Q_1$ the Requiem algorithm would perform the following inferences with the respective conclusions:

\[
\begin{align*}
(14), (15) & \vdash C(f(x)) \leftarrow B(x) \land D(x) \quad (17) \\
(16), (15) & \vdash K(x) \leftarrow B(x) \land C(f(x)) \quad (18) \\
(18), (17) & \vdash K(x) \leftarrow B(x) \land D(x) \quad (19) \\
Q_1, (19) & \vdash Q(x) \leftarrow B(x) \land D(x) \quad (20)
\end{align*}
\]

The set $R = \{Q_1, (14), (16), (20)\}$ is a (datalog) rewriting of $Q_1$ w.r.t. $T$.

First, we can observe that, if we extend shrinking to accept RA-clauses as main premises, then the inferences performed to produce clause (19) from clause (16) can be captured by a single shrinking inference over clause (16) with side premises (15) and (17). However, clause (17) that is used as side premise in this shrinking inference does not belong in $T$ but is produced by resolving an RA-clause together with a DL-Lite-clause. This interaction cannot be captured by any of the rules of $I_{\text{lite}}$.

\footnote{Note that these clauses are produced by clausifying the DL axioms $\mathcal{A} \subseteq C, B \subseteq \mathcal{A}$, and $\mathcal{A} \subseteq C \subseteq K$, respectively.}
Motivated by the above example, our calculus for \( E\mathcal{L}'H'I \)-ontologies consists, first, of a new inference rule which can produce clauses like clause (17) from RA-clauses and clauses of the same form as clause (15) and, second, of an extension of unfolding and shrinking to allow as main premises besides type 1 clauses also RA-clauses, hence being able to compute, e.g., clause (19) from (16), (15), and (17). Because of the new inference rule that can produce new clauses with function symbols in the head (cf. clause (17)), there can now be more than two clauses that can mention the same function symbol \( f \). Hence, shrinking has to be extended further to allow for (possibly) \( n \) side premises instead of at most two.

Our calculus for \( E\mathcal{L}'H'I \)-TBoxes is defined next.

**Definition 4.** Let \( \Gamma \) be either a CQ or an RA-clause and let \( C_{(i)} \) be DL-Lite-clause(s). With \( I_{E\mathcal{L}} \) we denote the inference system consisting of the following rules:

- **unfolding:**

  \[
  \frac{\Gamma \quad C}{\Gamma \sigma} \quad \text{where}
  \]

  1. \( \Gamma \sigma \) is a function-free resolvent of \( \Gamma \) and \( C \), and
  2. if \( x \mapsto f(y) \in \sigma \) then \( x \notin \text{ejvar}(\Gamma) \).

- **\( n \)-shrinking:**

  \[
  \frac{\Gamma \quad C[1] \ldots C_n}{\Gamma \sigma} \quad \text{where}
  \]

  1. \( \Gamma \sigma \) is a function-free resolvent of \( \Gamma \) and all \( C_1, \ldots, C_n \) for \( n \geq 1 \), and
  2. some \( x \mapsto f(y) \in \sigma \) exists such that \( x \notin \text{ejvar}(\Gamma) \).

- **function:**

  \[
  \frac{B(x) \leftarrow R(x, y) \land [C(y)] \quad R(f(x), x) \leftarrow A(x)}{B(f(x)) \leftarrow A(x) \land [C(x)]}
  \quad \text{or}
  \]

  \[
  \frac{B(x) \leftarrow R(y, x) \land [C(y)] \quad R(x, f(x)) \leftarrow A(x)}{B(f(x)) \leftarrow A(x) \land [C(x)]}
  \]

Finally, for \( Q \) a CQ and \( \mathcal{T} \) an \( E\mathcal{L}'H'I \)-TBox, \( \text{Rapid-EL}(Q, \mathcal{T}) \) is defined as the set of all function-free clauses derivable from \( Q \cup \mathcal{T} \) by \( I_{E\mathcal{L}} \).

Note that an inference by \( n \)-shrinking with more than 2 side premises is only possible if the function rule has been previously “fired” to produce new type 2.3 clauses with some function symbol in the head; however, the function rule captures a quite complex interaction between a clause containing \( R(x, f(x)) \) (\( RF(f(x), x) \)) and an RA-clause containing the inverse \( R(y, x) \) (\( R(x, y) \)) which, as shown next in our experimental evaluation, does not happen often in practice. Moreover, note that the application of the calculus \( I_{E\mathcal{L}} \) over some input \( \mathcal{T} \cup Q \) can be partitioned into two phases. First, we can saturate \( \mathcal{T} \) by \( I_{E\mathcal{L}} \) having as a main premise only RA-clauses. Second, we can collect all DL-Lite-clauses from \( \mathcal{T} \) and those produced in the previous step and use them as side premises in inferences of \( I_{E\mathcal{L}} \) (modulo the function rule) with main premise only type 1 clauses. All the above imply excellent “pay as you go” properties for \( I_{E\mathcal{L}} \). That is, in case \( \mathcal{T} \) is expressed in DL-Lite the first phase is simply omitted; if \( \mathcal{T} \) is expressed in \( E\mathcal{L}H \), i.e., it does not contain inverse roles, then the function rule is never applied and \( n \)-shrinking can be restricted to \( n = 2 \), i.e., to the DL-Lite shrinking. Finally, note that the number of inverse roles and RA-clauses in \( \mathcal{T} \) is likely to affect the number of times the function rule is applied and hence the parameter \( n \) of the \( n \)-shrinking rule.

**Example 8.** Consider Example 7. The inference between clauses (14) and (15) that produces clause (17) corresponds to an inference using the function rule. Then, clause (19) can be produced by \( n \)-shrinking over (16) with side premises clauses (15) and (17), while (20) is produced by unfolding on \( Q \) and (19), hence computing the required rewriting.

4.1. Correctness of \( I_{E\mathcal{L}} \)

As mentioned in Section 3 correctness of \( I_{\text{lite}} \) is based on showing that derivations by \( I_{\text{REQ}} \) can be transformed into derivations by \( I_{\text{lite}} \). Since \( I_{\text{lite}} \) always uses as side premises clauses from \( \mathcal{T} \), our first intermediate step was to show that derivations by \( I_{\text{REQ}} \) can be unfolded into derivations by \( I_{\text{SLD}} \) which are closer to the derivations produced by \( I_{\text{lite}} \). In a similar way, we also show here that derivations by \( I_{\text{REQ}} \) can be transformed into extended forms of SLD derivations and then into derivations by \( I_{E\mathcal{L}} \). This will be done by analysing the structure of the derivations produced by \( I_{E\mathcal{L}} \) and by taking again the two step approach.

Consider an inference of the form \( \Gamma, C \vdash \Gamma' \), where \( \Gamma \vdash_{\text{RA}} C \). If the derivation of \( C \) does not involve an RA-clause, then (like in DL-Lite) we can show that \( \Gamma' \) can be derived from \( \Gamma \) by \( I_{\text{SLD}} \) using as side premises only DL-Lite-clauses. This can be done via our unfolding technique of \( \Gamma, C \vdash \Gamma' \) into \( \Gamma, C_1 \vdash \Gamma_2, \ldots, \Gamma_{n-1}, C_n \vdash \Gamma' \) where for each \( 1 \leq i \leq n \) we have \( C_i \in \mathcal{T} \) and \( C_i \) is a DL-Lite-clause. In a different case, as explained in the previous section, the calculus \( I_{E\mathcal{L}} \) is expected to produce new clauses using the new inference rules that do not allow for RA-clauses as side premises. Hence, to match the derivations constructed by \( I_{E\mathcal{L}} \) the previous inference should be unfolded up to a certain level—that is, for some \( C_i \) we might have \( C_i \notin \mathcal{T} \) and \( C_i \) might be derivable by a sequence that begins with an RA-clause. By inspecting Definition 4 we can see that \( I_{E\mathcal{L}} \) can produce either of the following non-type 1 clauses, hence, unfolding should stop when either of the following cases occurs:

1. \( C_i \) is of type 2.3 of the form \( A(f(x)) \leftarrow B(x) \land [C(x)] \) produced by the function rule over an RA-clause, or
2. \( C_i \) is a function-free type 3.3 clause produced by \( n \)-shrinking and unfolding starting with an RA-clause. This is because from an RA-clause of the form \( A(x) \leftarrow R(x, y) \land B(y) \) \( n \)-shrinking can produce a clause of the form \( A(x) \leftarrow C(x) \land [D(x)] \), i.e., a function-free type 3.3. Note that this inference captures many inference steps which start from the RA-clause and then several type 3.3
clauses containing a function symbol follow until we reach the function-free type 3.3 clause.

Consequently, to show correctness we first show that derivations by $I_{\text{REG}}$ can be partially unfolded into an extended form of SLD derivations, which (modulo the macro-inference) resemble those produced by $I_{\text{EL}}$. These derivations are built by using inferences which allow as side premises DL-Lite-clauses from $\mathcal{T}$, clauses produced by the function rule (case 1. above), or function-free clauses of type 3.3 possibly produced previously (case 2. above).

**Definition 5.** Let $\Sigma$ be a set of Horn clauses. An extended-SLD derivation from $\Sigma$ is a sequence of clauses $C_1, \ldots, C_n$ such that each $C_i$ can be one of the following:

- a type 1 or an RA-clause from $\Sigma$; or
- the conclusion of an inference by binary resolution having as a main premise a type 1, type 3.3, or RA-clause from $\{C_1, \ldots, C_{i-1}\}$ and as a side premise a clause from $\Sigma$, a function-free type 3.3 clause from $\{C_1, \ldots, C_{i-1}\}$, or a clause produced by the function rule with side premise from $\Sigma$.

A system producing such derivations is denoted by $I_{\text{SLD}^+}$.

Note that the first condition allows a kind of restart step, i.e., one can copy some RA-clause from $\Sigma$ into the sequence and use it for deriving new clauses.

Next we show that indeed each derivation by $I_{\text{REG}}$ can be transformed into an extended-SLD derivation.

**Lemma 3.** Let $\mathcal{T}$ be an $\mathcal{ELHI}'$-TBox and let $\mathcal{Q}$ be a CQ (resp. RA-clause). Then, every type 1 clause (resp. type 3.3 clause) derivable from $\mathcal{T}$ by $I_{\text{REG}}$ starting with $\mathcal{Q}$ is also derivable from $\mathcal{T}$ by $I_{\text{SLD}^+}$ starting with $\mathcal{Q}$.

Moreover, it follows by the structure of extended-SLD derivations that side premises can only contain function symbols in the head.

**Proposition 2.** Let $\mathcal{T}$ be an $\mathcal{ELHI}'$-TBox and $\mathcal{Q}$ a query. Any extended-SLD derivation from $\mathcal{T} \cup \mathcal{Q}$ by $I_{\text{SLD}^+}$ is produced by using as side premises clauses that have function symbols only in the head.

**Proof.** By Definition 5 $I_{\text{SLD}^+}$ uses as side premises either clauses from $\mathcal{T}$, which can contain function symbols only in the head, clauses produced by the function rule, which by Definition 4 only contain function symbols in the head, or function-free type 3.3 clauses. Consequently, Lemma 2 applies and any extended-SLD derivation of function-free type 1 or type 3.3 clauses can be transformed into a function-compact one. Similarly to the case of DL-Lite, the above together with soundness of the inference rules can be used to show correctness of $I_{\text{EL}}$. Finally, regarding termination we have the following: first, only a finite number (up to renaming of variables) of RA-clauses can be produced (these can be produced only by unfolding); second, the function rule can also be applied only a finite number of times (its side premise is always a clause from $\mathcal{T}$ and its main premise is an RA-clause and as stated there can only be a finite number of them); third, like in DL-Lite, $n$-shrinking and unfolding on either type 1 or RA-clauses can only produce a finite number of clauses.

**Theorem 2.** Let an $\mathcal{ELHI}'$-TBox $\mathcal{T}$ and a CQ $\mathcal{Q}$. Every derivation from $\mathcal{T} \cup \mathcal{Q}$ by $I_{\text{EL}}$ terminates. Moreover, Rapid-$\mathcal{EL}$(Q, $\mathcal{T}$) is a datalog rewriting of $\mathcal{Q}$ w.r.t. $\mathcal{T}$.

5. Practical Implementation and Optimisations

A resolution calculus provides a general mechanism for reasoning over a given knowledge base, while to provide with a well-behaved practical implementation several aspects need to be taken into consideration like the strategy of rule application. In the current section we discuss some implementation and optimisation issues that help us provide a well-behaved (optimised) rewriting algorithm that is based on the calculus $I_{\text{EL}}$.

As illustrated by the following example, inferences using the unfolding rule can, in many cases, lead to the generation of redundant or even previously computed queries.

**Example 9.** Let $\mathcal{T}$ be a TBox consisting of the following clauses:

\[
R(x, f(x)) \leftarrow A(x) \quad (21)
\]
\[
C(f(x)) \leftarrow A(x) \quad (22)
\]
\[
D(x) \leftarrow C(x) \quad (23)
\]
\[
S(x, y) \leftarrow R(x, y) \quad (24)
\]

and let also the query $\mathcal{Q}_1 = Q(x) \leftarrow A(x) \land S(x, y) \land D(y)$.

By applying $I_{\text{EL}}$ on $\mathcal{T} \cup \{\mathcal{Q}_1\}$ we obtain the following inferences and the respective conclusions:

\[
\mathcal{Q}_1, (23) \vdash Q(x) \leftarrow A(x) \land S(x, y) \land C(y) \quad (25)
\]
\[
\mathcal{Q}_1, (24) \vdash Q(x) \leftarrow A(x) \land R(x, y) \land D(y) \quad (26)
\]
\[
(25), (24) \vdash Q(x) \leftarrow A(x) \land R(x, y) \land C(y) \quad (27)
\]
\[
(26), (23) \vdash (27) \quad (28)
\]

It can be verified that the set containing $\mathcal{Q}_1$ and (25)–(27) is a UCQ rewriting for $\mathcal{Q}_1$ w.r.t. $\mathcal{T}$.

However, we can note that query (27) is produced twice. In large ontologies this issue can occur quite often and hence adversely affect performance. Second, we can also note that query (28) subsumes all queries $\mathcal{Q}_1$ and (25)–(27). Ideally, if we could compute query (28) directly from $\mathcal{Q}_1$ and then identify that it subsumes $\mathcal{Q}_1$, we could subsequently discard $\mathcal{Q}_1$ and hence also avoid constructing all queries (25)–(27).
be applicable after first applying several unfolding inferences. More precisely, in the previous example query (28) can only be produced after first generating query (27) via unfolding.

To minimise any redundancies due to unfolding our algorithm does not explicitly construct such queries by applying the rule. Instead, it computes only a minimal amount of information that is sufficient to actually construct them. This is made precise in the following definition.

**Definition 6.** Let \( T \) be a DL-Lite-TBox, let \( Q \) be a CQ, and let \( A \) be some atom in the body of \( Q \). Let also \( Q_1 \) be a query such that \( \text{body}(Q_1) = \{A\} \) and \( \text{avar}(Q_1) = \text{var}(A) \cap \text{ejvar}(Q) \). The unfolding set of \( A \) w.r.t. \( Q, T \) is the set defined as follows:

\[
\{ \text{body}(Q') \mid Q' \text{ derivable from } T \cup Q_1 \text{ using only the unfolding rule} \}
\]

Clearly, for a query \( Q \) the unfolding sets of its atoms fully characterise the queries that are derivable from \( Q \) via unfolding.

**Proposition 3.** Let \( T \) be a DL-Lite-TBox, and let \( Q \) be a CQ with body atoms \( A_1, \ldots, A_n \) and respective unfolding sets \( S_1, \ldots, S_n \). A query \( Q' \) can be derived from \( T \cup Q \) via unfolding iff for every \( S_i \) there exists \( A \in S_i \) such that \( A \in \text{body}(Q) \).

**Example 10.** Consider the TBox \( T \) and query \( Q_1 \) from Example 9. The unfolding set \( S_D \) of \( D(y) \) w.r.t. \( Q_1 \) contains all body atoms of queries produced via unfolding from \( T \cup \{Q_D(y) \leftarrow D(y)\} \), that is, the body atoms of queries \( Q_D(y) \leftarrow D(y) \) and \( Q_D(y) \leftarrow C(y) \). Similarly, the unfolding set \( S_S \) of \( S(x,y) \) w.r.t. \( Q_1, T \) contains the body atoms of \( Q_S(x,y) \leftarrow S(x,y) \) and \( Q_S(x,y) \leftarrow R(x,y) \), while the unfolding set \( S_A \) of \( A(x) \) contains only \( A(x) \).

It can be seen that all queries (25)–(27) of Example 9 can be obtained from the previous unfolding sets. For example, query (27) can be constructed by atom \( A(x) \) from \( S_A \), atom \( R(x,y) \) from \( S_S \), and atom \( C(y) \) from \( S_D \).

Using the information computed in the unfolding sets, our algorithm constructs queries that would otherwise be computed later on via shrinking, directly and without explicitly performing all intermediate steps.

**Example 11.** Consider again Example 9 and the query \( Q_1 \). Its body atoms \( S(x,y) \) and \( D(y) \) share the ej-variable \( y \), while the unfolding set of \( S(x,y) \) contains \( R(x,y) \) and the unfolding set of \( D(y) \) contains \( C(y) \). Moreover, the TBox contains clauses \( R(x,f(x)) \leftarrow A(x) \) and \( C(f(x)) \leftarrow A(x) \) and their body atoms are unifiable. Therefore, we can conclude that there exists a query constructed after several steps of unfolding (i.e., query (27) of Example 9) over which shrinking with side premises clauses (21) and (22) would be applicable. Hence, from \( Q_1 \) we can directly construct query (27) by replacing \( S(x,y) \) and \( D(y) \) with atom \( A(x) \). Finally, the algorithm can detect that query (27) subsumes \( Q_1 \) and hence none of the queries (25)–(27) are generated.

We stress that computing the unfolding sets is in most cases much more efficient than directly computing the queries derivable by unfolding. First, the queries in the unfolding set contain very few atoms (typically at most one); hence, inferences can be performed more efficiently. Second, by proper variable renamings previously computed unfolding sets can be reused. For example, the unfolding set of some atom \( D(y) \) can be readily used to compute the unfolding set of the atom \( D(z) \) by renaming all \( y \) to \( z \). Third, by avoiding computing these queries explicitly we avoid the redundancy issue highlighted in Example 9.

In case a query \( Q \) is not subsumed by the one produced via shrinking, the algorithm can use the unfolding sets to explicitly compute all the respective queries as shown in Example 10. However, such a step can clearly create an exponential number of queries (one needs to take all possible combinations of atoms from all unfolding sets). Alternatively, the system can provide a more compact representation of the rewriting by encoding the information in the unfolding sets using datalog clauses. In Example 10 the unfolding set of \( D(y) \) contains \( C(y) \). Hence, instead of using \( C(y) \) to compute new queries from \( Q_1 \) the algorithm can return the datalog clause \( r_1 = D(x) \leftarrow C(x) \). Similarly, for the unfolding set for \( S(x,y) \) the algorithm can encode this information via the datalog clause \( r_2 = S(x,y) \leftarrow R(x,y) \). It can be verified that \( \{Q_1, r_1, r_2\} \) is a datalog rewriting of \( Q_1 \) w.r.t. \( T \).

However, there may be cases where one wants to compute all the respective queries using the unfolding sets (e.g., if one wants to compute a UCQ rewriting if one exists). Since as stated above this process can be exponential it should be optimised as much as possible. As the following example shows, the information in the unfolding sets can also be used to easily identify whether some of these queries will be redundant and hence discard them.

**Example 12.** Consider query \( Q_1 = Q(x) \leftarrow A(x) \land D(x) \) and assume the unfolding sets \( \{A(x), E(x)\} \) and \( \{D(x), E(x)\} \) for atoms \( A(x) \) and \( D(x) \) respectively. According to these unfolding sets the queries that are generated via unfolding are (amongst others) \( Q_2 = Q(x) \leftarrow E(x) \land D(x) \), \( Q_3 = Q(x) \leftarrow A(x) \land E(x) \), and \( Q_4 = Q(x) \leftarrow E(x) \). It can be easily seen that \( Q_2 \) subsumes \( Q_3 \) and \( Q_4 \). Intuitively, this is because both unfolding sets contain the atom \( E(x) \). Hence, any query constructed by picking atom \( E(x) \) from one of the two unfolding sets and another atom different than \( E(x) \) from the other, will eventually be subsumed by the query that is constructed by picking \( E(x) \) from both sets.

Our intuition in the previous example is formalised in the following proposition which can be used by the algorithm in order to avoid generating queries that would eventually be redundant in the result.

**Proposition 4.** Let \( T \) be a DL-Lite-TBox, and let \( Q \) be a CQ with body atoms \( A_1, \ldots, A_n \) and the respective unfolding sets \( S_1, \ldots, S_n \). Let also a query \( Q' \) obtained via unfolding from \( T \cup Q \). If there exist atoms \( \{B_i, B_i'\} \subseteq \text{body}(Q) \), an unfolding set \( S_i \) such that \( \{B_i, B_i'\} \subseteq S_i \), and a mapping \( \theta : \text{var}(B_i') \setminus \text{ejvar}(Q) \mapsto \text{var}(Q') \) such that \( B_i'\theta = B_i \), then there exists a query \( Q'' \) obtained via unfolding from \( T \cup Q \) that subsumes \( Q' \).

**Proof.** Let \( Q' \) be derived via unfolding from \( T \cup Q \) and assume that for some \( \{B_i, B_i\} \subseteq \text{body}(Q') \), there exists an unfolding set
S_i with atoms $B_i, B'_i \in S_i$, and there also exists $\theta : \text{var}(B'_i) \setminus \text{ejvar}(Q) \mapsto \text{var}(Q)$ such that $B'_i \theta = B_i$.

Now, let $Q'$ be the query constructed from $Q'$ by replacing atom $B_i$ with atom $B'_i$. By the definition of unfolding sets, it is easy to see that $\text{ejvar}(Q') \subseteq \text{ejvar}(Q)$; hence $\theta$ only maps variables of $B'_i$. Consequently, for each $i \neq k$ we have $B_i \theta = B_i$, while for $B'_i$, we have $B'_i \theta = B'_i$; thus, $Q'_\theta \subseteq Q'$. Finally, by Proposition 3 it also follows that $Q'' \subseteq Q'$ can be derived from $T \cup Q$ via unfolding, as required.

The above lemma gives sufficient conditions for deciding whether a query is redundant. The following example shows that indeed a query can be redundant without satisfying the conditions of the proposition.

**Example 13.** Let the query $Q = Q(x) \leftarrow R(y, z) \wedge A(y) \wedge P(x, z) \wedge A(z)$ and assume that for some TBox $T$ we have the unfolding sets $\{R(x, y), P(x, y)\}$ and $\{P(x, z), R(x, z)\}$ for atoms $R(x, y)$ and $P(x, z)$, respectively. Hence, by Proposition 3 the query $Q' = Q(x') \leftarrow P(x', y') \wedge A(y') \wedge R(x', z') \wedge A(z')$ can be produced by unfolding on $Q$. For $\theta = [y \mapsto z', z \mapsto y']$ we clearly have $Q\theta \subseteq Q'$, however, $y, z \in \text{ejvar}(Q)$ hence $Q'$ does not satisfy conditions of Proposition 4.

However, note that in all previous examples we have that two different unfolding sets contain an atom with the same predicate name (e.g., $F$ in $E(x)$ of Example 12 and $P$ and $X$ in Example 13). If this does not happen (i.e., all unfolding sets contain different predicate names) then we can deduce that the queries produced by them are non-redundant. Our algorithm uses such strategies to identify non-redundant queries in a conservative way which can very often speed up the algorithm.

### 6. Evaluation

We have implemented the calculus $I_{EL}$ together with the optimisations outlined in Section 5 in our prototype tool Rapid. Our system can either output the unfolding sets as a datalog program or optionally create the respective queries attempting to construct a UCQ rewriting (see Section 5).

We evaluated Rapid by comparing it against the query rewriting systems Requiem [39], Presto [41], and Clipper [14] (we did not use Presto in the $EL^H1$ ontologies as it only supports DL-Lite). In every experiment Rapid uses a final backwards subsumption deletion step, while no other system does; both Clipper and Presto do not apply it by default and we used Requiem in the "naive" mode which does not apply it. Only in the experiments reported in Table 5 we used the "greedy" mode of Requiem that does apply backwards subsumption.

We have significantly extended the existing benchmark suites for query rewriting systems by including many real-world large scale and complex ontologies. In particular, we used DL-Lite versions of the OBO Protein, NCI 3.12e, and the OpenGALEN2 ontologies, and $EL^H1$ versions of the LUBM, OBO Protein, NASA SWEET 2.3, PERIODIC Table, Not-GALEN, GALEN-Doctored [20], the OpenGALEN2, and the DOLCE 397 ExtendedDNS ontologies. Table 4 provides statistics for the ontologies. For many of these ontologies no test queries exist, hence we manually constructed five. Further statistics and details about them can be found in Appendix A. All the previous ontologies and queries are available online.

In addition, we also attempted to use the query generator proposed in [24] to automatically construct test queries for them. Unfortunately, due to the complexity of the used ontologies in most cases the tool failed to terminate. Even after imposing various bounds, the tool produced such a large set of test queries (hundreds of thousands) that would be practically impossible to perform all these tests with all systems. Hence, we considered its output only for NASA SWEET (706 queries) and the ExtendedDNS ontology (7603 queries). The results for these queries are presented in Table 8. Finally, we also used the DL-Lite ontologies and test queries proposed in [38].

All tests were performed on a dual core 1.8GHz Intel Celeron processor laptop running Windows 8 and JVM 1.7 with 3.6GB maximum heap size. The timeout limit was set to 3 hours.

In all subsequent tables column $O$ indicates the name of the ontology, column “Time” the time to produce a rewriting (discarding the loading the inputs into the systems), and column “Rewriting size” the number of clauses that the computed rewriting contains. Moreover, “$t/o$” denotes a timeout.

#### 6.1. DL-Lite

In Table 5 we present the results for some of the ontologies and queries in the test suite proposed in [38]. These ontologies

---


are relatively small and simple and hence we present the results only for the most interesting ones. Because of their simple structure a UCQ rewriting can be computed in reasonable time. The purpose of this evaluation is mostly to illustrate Rapid’s performance for computing a UCQ rewriting when using the optimisations described in Section 5. The results show that Rapid has either similar performance to the other systems or is much faster, as e.g. in query 5 over AX requires only 1 second while Requiem and Presto require about 1 hour. The analysis showed that Requiem spends most of the time in the final backwards subsumption step (recall that for these experiments we used the greedy mode of Requiem that applies subsumption). For example, in query 5 over ontology P5X, rewriting takes around 45 seconds while subsumption around 1 minute and 30 seconds while for query 5 over ontology AX rewriting takes around 14 minutes while backwards subsumption around 1 hour. Hence, even without the final subsumption step Requiem is considerably slow. In contrast, due to the optimisations illustrated in Section 5 Rapid can identify subsumed queries very efficiently and produce the minimal UCQ rewriting.

The results for the large DL-Lite ontologies are shown in Table 6. Since these ontologies are quite large we ran all systems in the mode of computing compact datalog rewritings. First, we observe that neither Presto nor Clipper managed to compute a rewriting for OpenGALEN2, Requiem required up to 6 minutes depending on the query, while Rapid required only milliseconds. Similar observations can be made for the the other two ontologies. Notable cases are all queries over NCI for Clipper, where it required 12-14 minutes for each of them, query 5 over OBO Protein and query 3 over NCI for Requiem, for which it did not manage to compute a rewriting, and all queries over OBO Protein and NCI for Presto for which it required about 1 and 2 hours, respectively. Rapid was slower only in query 5 over OBO Protein, for which it required 5:26 minutes. However, most of this time was spent to the final backwards subsumption deletion that Rapid applies (which guarantees a compact result with no duplicate or subsumed queries), while the actual rewriting time was only a few seconds. Recall that, no other system performs backwards subsumption and hence, in contrast to Rapid, in query 5 over OBO Protein Clipper computes a rewriting that is twice the size of the one computed by Rapid, since it contains many duplicate (up to variable renaming) clauses; Presto computed a rewriting with only 2670 clauses which is a surprisingly small number (also in comparison to the rewritings it computed in previous queries) but we did not investigate further. Regarding the rewriting size in other cases, all systems computed rewritings of roughly similar size, except for query 5 over OBO Protein (as stated above), and queries 1, 4, 5 over NCI for Requiem. As stated, small differences in the sizes of the rewritings can be attributed to the different form of the datalog program that each system produced. For example, in the case of query 1 over the OpenGALEN2 ontology Requiem produces the datalog program \( Q(x) \leftarrow \text{Heme}(x), Q(x) \leftarrow \text{Haem}(x), x \) while Rapid produces the program \( Q(x) \leftarrow \text{Heme}(x), \text{Heme}(y) \leftarrow \text{Haem}(y), \text{Haem}(z) \leftarrow \text{Heme}(z) \). Clearly, the two rewritings produce the same certain answer when evaluated over an ABox.

### Table 5: Evaluation results using Requiem’s test suite

<table>
<thead>
<tr>
<th>O</th>
<th>Time (hh:mm:ss.msec)</th>
<th>Rewriting size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rapid</td>
<td>Requiem</td>
</tr>
<tr>
<td>P5X</td>
<td>0.004</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>0.022</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td>0.040</td>
<td>4.160</td>
</tr>
<tr>
<td></td>
<td>0.445</td>
<td>2:17:683</td>
</tr>
<tr>
<td>UX</td>
<td>0.002</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>0.013</td>
<td>0.691</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>10.317</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>34.232</td>
</tr>
<tr>
<td>AX</td>
<td>0.016</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>0.158</td>
<td>1.595</td>
</tr>
<tr>
<td></td>
<td>0.108</td>
<td>16.751</td>
</tr>
<tr>
<td></td>
<td>0.389</td>
<td>13.068</td>
</tr>
<tr>
<td></td>
<td>0.964</td>
<td>1:14:24</td>
</tr>
</tbody>
</table>

### Table 6: Evaluation results for large DL-Lite ontologies

<table>
<thead>
<tr>
<th>O</th>
<th>Time (hh:mm:ss.msec)</th>
<th>Rewriting size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rapid</td>
<td>Requiem</td>
</tr>
<tr>
<td>OBO Protein</td>
<td>0.154</td>
<td>4.781</td>
</tr>
<tr>
<td></td>
<td>1.160</td>
<td>45.473</td>
</tr>
<tr>
<td></td>
<td>5:26:680</td>
<td>t/o</td>
</tr>
<tr>
<td>NCI</td>
<td>0.057</td>
<td>4.423</td>
</tr>
<tr>
<td></td>
<td>0.043</td>
<td>36.895</td>
</tr>
<tr>
<td></td>
<td>0.154</td>
<td>t/o</td>
</tr>
<tr>
<td>OpenGALEN2</td>
<td>0.001</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>0.099</td>
<td>6:04:373</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.111</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>5:46:020</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.022</td>
</tr>
</tbody>
</table>
6.2. $\mathcal{ELHI}$

The results for the $\mathcal{ELHI}$ ontologies are shown in Table 7. As it can be seen, Rapid is faster in the case of the medium sized ontologies, while in the case of the large and more complex ones it greatly outperforms all other systems by several orders of magnitude. Actually, in several occasions the competing systems did not terminate within the assigned time frame. However, again in query 5 over the OBO Protein ontology, Rapid performed worse than Clipper due to the final backwards subsumption checking and Clipper computed a rewriting that is of about the double size comparing to that produced by Rapid. A notable case is that, unlike Rapid, both Requiem and Clipper fail to handle the ExtendedDNS ontology, which is in general not a very large ontology.

The various versions of the GALEN ontology that we used allow us to make some additional useful remarks. NotGALEN and GALEN-Doctored are based on two early versions of the GALEN ontology that have a relatively simple structure. The results show that Rapid scales well and can compute rewritings within a few seconds. Clipper needs about 25 minutes for NotGALEN (which is the more simple between the two), and timeouts for GALEN-Doctored; Requiem timeouts for both. The situation is different for the OpenGALEN2 ontology, whose complex structure poses a challenge to all systems. Clipper fails on all queries, Requiem succeeds for query 1, but Rapid is able to compute rewritings for queries 1, 2 after requiring, however, a significant amount of time for query 2 (about 3 hours). For queries 3, 4, and 5 Rapid also did not manage to terminate.

After analysis we concluded that this failure is due to the extensive application of the function rule (after several minutes the rule has already been applied more than a million times), intensive application of the function rule (after several minutes $\exists C \subseteq D$ and no axiom of the form $A \sqsubseteq \exists S^+ B$, hence again the function rule is never triggered (it would re-
quire an axiom $\exists R.C \subseteq D$ paired with $A \subseteq \exists R.B$ or an axiom $\exists R.C \subseteq D$ paired with $A \subseteq \exists R'.B$). Moreover, in NASA SWEET, which contains only 12 inverse role axioms, the function rule is applied from 71 (query 2) to at most 536 times (queries 4 and 5), in ExtendedDNS, which contains 98 inverse role axioms, the rule is applied from 11 (query 3) to 510 times (query 5), while in GALEN-Doctored, which contains 207 inverse role axioms, the function rule, depending on the query, is either not applied at all (queries 1 and 4) or it is applied more than 20 millions times (queries 2, 3, 5).

Another interesting case is query 1 for the various versions of the GALEN ontology. This query retrieves all objects of the concept Heme which is found low in the GALEN hierarchy and is “isolated” with respect to the complex part of the ontology (also evident by its small rewriting). We note that Rapid and Requiem are able to recognize this fact and answer instantly, while Clipper apparently still processes the whole ontology before computing a rewriting.

Finally, Table 8 presents the results for the ontologies for which we could compute test queries using the query generator in [24]. Due to the large number of queries we present average times and rewriting sizes. Again, we can see that Rapid outperforms Requiem and Clipper.

Summarising the above, we can see that the new calculus can indeed compute a rewriting very efficiently for the vast majority of ontologies. This is also the case for large \(\mathcal{ELHI}\) ontologies since the function rule and \(n\)-shrinking do not interact that much. However, for well-known problematic ontologies (e.g., OpenGALEN2) computing a rewriting still poses a significant challenge to all state-of-the-art systems.

### 7. Related Work

Query answering via rewriting has been extensively studied for various fragments of OWL during the last decade. The problem has been studied both from a theoretical point of view by producing many complexity results and characterising rewritability [8, 25, 18, 7], as well as from a practical point of view by designing and developing many algorithms and practical systems for computing rewritings [9, 39, 41, 36, 13, 40, 14, 45].

The works that are most closest to ours are those that propose a resolution-based rewriting algorithm. The first algorithm to be proposed was the one implemented in the KAON2 system [35]. It was based on basic superposition and ordered hyperresolution and it supported queries with distinguished variables over the languages \(\mathcal{SHIQ}\) and Horn-\(\mathcal{SHIQ}\). Later, Pérez-Urbina et al. [39] used binary resolution with free-selection to provide a rewriting algorithm that supports arbitrary queries over DL-Lite and \(\mathcal{ELHI}\). Recently, resolution was also used to provide a rewriting algorithm for linear Datalog$^*$ [36]. The calculus was based on SLD resolution but with forward-chaining. Forward-chaining can create clauses with increasing nesting of function terms (terms with increasing depth). Hence, an additional condition was employed to ensure termination.

Even in the case of KAON2 that applies restrictions on the ordering of terms and the selection function, all the aforementioned calculi explicitly produce resolvents that contain terms with function symbols, although these clauses are always discarded from the final rewriting and, as it has been shown [42], in several cases they do not contribute to the generation of members of the rewriting. To the best of our knowledge, this is the first work on resolution-based rewriting for OWL ontologies that attempts to further optimise the resolution calculus by constructing such clauses only when they are guaranteed to contribute to the generation of members of the rewriting.

Finally, it is worth mentioning that the idea behind shrinking as well as the technique of postponing the generation of queries created via unfolding outlined in Section 5 is related to the approach of eliminating ej-variables followed in Presto [41]. However, the crucial difference is that Presto does not provide native support of qualified existential restrictions on the right-hand side of axioms but it relies on the same encoding as in [9]. This encoding increases the number of the input clauses and the overhead of dealing with them is evident by our performance evaluation. Moreover, Presto only supports DL-Lite.

### 8. Conclusions

In the current paper we have studied the problem of efficiently computing rewritings for ontologies expressed in various fragments of OWL using the framework of resolution.

First, we studied the problem for the language DL-Lite which is strongly related to the language OWL 2 QL. We designed a resolution-based rewriting algorithm which tries to (implicitly) generate clauses with function symbols only when these are “necessary”—that is, only when it is guaranteed that these will further contribute to the generation of function-free clauses. To achieve this we designed a new rule, namely shrinking, which accumulates many inferences into a macro-step and has the additional restriction that its conclusion must be function-free. Interestingly, due to the structure and properties of DL-Lite axioms this rule is amenable to many optimisations and can be implemented highly-efficiently.

Second, we studied the problem for the language \(\mathcal{ELHI}\), which is strongly related to the language OWL 2 EL. \(\mathcal{ELHI}\) is far more expressive than DL-Lite and the structure of its axioms makes the task very challenging: it is worth mentioning that deciding concept subsumption in \(\mathcal{ELHI}\) is in \(\text{ExpTime}\) while deciding concept subsumption in DL-Lite is in \(\text{P}\). However, by careful analysis of previous resolution-based rewriting approaches we can see that a calculus which follows similar principles like the ones designed for DL-Lite can be defined. More precisely, it suffices to extend the shrinking step so that it allows for \(n\) side premises and for type 1 and RA-clauses as...
main premises, and to add one more inference rule that captures a very specific interaction between roles and their inverses. Interestingly, there is a close connection between the number of side premises to be considered in the n-shrinking rule and the application of the new rule. In realistic ontologies we expect that there are few inverse roles and therefore we expect that the function rule is rarely applied in practice and that the number of side premises to consider in the n-shrinking rule is small. Hence, the nice properties of the DL-Lite calculus are largely being preserved even for the much more expressive $\mathcal{ELHI}$ language.

Although optimised in its design, there are several issues to be considered when implementing our proposed resolution calculus. We have subsequently discussed some issues of the algorithm and have shown how some of its properties can be used to further optimise it. For example, we have shown how we can reduce the size of the computed rewriting by encoding much of the information using datalog clauses. Moreover, we have shown how we can construct queries produced eventually via shrinking before applying unfolding.

Finally, we have implemented all algorithms into the rewriting system Rapid and we have conducted an extensive experimental evaluation. Our test suite includes many well-known large and complex ontologies and hence significantly extends all previous benchmarks that mostly included toy ontologies [38, 24]. Moreover, our comparison against many state-of-the-art systems has provided many encouraging and important results. More precisely, when tested over the large and complex ontologies we see that, in most cases, existing systems fail to terminate within a timeout of 3 hours, while Rapid manages to compute a rewriting in just a few seconds. Despite this favourable performance there are still several issues to pose a significant challenge for Rapid, like the highly-complex GALEN ontology. After analysis we concluded that the structure of GALEN forces many applications of the function rule (the additional rule for $\mathcal{ELHI}$) which consequently increases the number of side premises that need to be considered in n-shrinking. Hence, there is further room to improve the computations of rewritings.

Regarding directions for future work we plan to investigate whether the principles underlying the shrinking step can be used in resolution-based rewriting algorithms for even more expressive ontology languages. We plan to target both languages that can be rewritten into datalog, like linear Datalog$^5$ and Horn-$\mathcal{SHIQ}$ but also much more expressive languages like $\mathcal{ALC}$. The latter is an extremely challenging task as $\mathcal{ALC}$ can only be rewritten into disjunctive datalog [32].
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### Appendix A. Statistics on Manually Constructed CQs

In Table A.9 we provide statistics for all manually constructed test queries we created for each of the test ontologies; with $|Q_i|$ we indicate the number of conjuncts in the query body and with $|\text{ejvar}|$ the number ej-variables of the respective query. All queries contain one answer variable except for queries 2 and 5 over the NASA SWEET ontology which contain 2. Finally, note that all queries are tree-shaped.

To construct the queries we have tried to use concepts and roles that appear both low as well as high in the hierarchy of the ontology or appear in axioms with qualified existential restrictions. For example, queries 1, 2 for NotGALEN are the queries $Q(x) \leftarrow \text{Heme}(x), Q(x) \leftarrow \text{BodyProcess}(x)$ where concepts Heme and BodyProcess have seven and three ancestors in the class hierarchy, respectively. Query 4 posed for ExtendedDNS is the query $Q(x) \leftarrow \text{duses}(x,y) \land \text{task}(y) \land \text{duses}(x,z) \land \text{description}(z)$, where concepts task, description and role duses participate in several axioms with qualified existentials. More precisely, the ontology contains the axioms $\text{plan} \sqsubseteq \exists \text{duses}.\text{task}, \text{description} \sqsubseteq \exists \text{dusedby}^*, \text{T}$, and $\text{dusedby} \sqsubseteq \text{duses}^*$. 

### Appendix B. Requiem types of inferences

Table B.10 presents all interactions (types of inferences) that are possible when applying $I_{\text{REQ}}$ over clauses expressed in the language $\mathcal{ELHI}$.

In DL-Lite there are no RA-clauses, hence these are of the form $B(x) \leftarrow P(x,y)$ and $B(x) \leftarrow P(y,x)$. Consequently, inferences of the form $4.1+2.1=3.3$ are simplified to:

$$B(x) \leftarrow P(x,y), \quad B(x) \leftarrow A(x)$$

where the resolvent is function-free. Moreover, according to Table 3 the input ontology can only contain function-free type 3.3 clause. Consequently, in DL-Lite all type 3.3 clauses are function-free; therefore, inference 3.3+2.3=3.3 in Table B.10 is never performed in DL-Lite.
Furthermore, since we consider normalised ontologies, in DL-Lite there can only be clauses of the form $B_1(f(x)) \iff F(x)$. Hence, inferences of the form $3.3+2.3=2.3$ are simplified to be of the following form:

$$C(x) \iff A(x) \land [B(x)] \quad A(f(x)) \iff F(x)$$

$$C(f(x)) \iff F(x) \land [B(f(x))]$$

That is, there is exactly one function-free atom in the body of the resolvent. Moreover, the above resolvent can subsequently be used only as a main premise in an inference of the form $2.3+2.3=2.3$, which in the case of DL-lite is simplified to be of the following form:

$$C(f(x)) \iff F(x) \land [B(f(x))] \quad B(f(x)) \iff F(x)$$

$$C(f(x)) \iff F(x) \land [B(f(x))]$$

That is, the body part of the side premise is the same at the single function-free atom of the main premise. This is because each function symbol $f$ is associated with a single body atom.

**Appendix C. Proofs of Section 3**

**Lemma 1.** Let $T$ be a DL-Lite-TBox and let $Q$ be a CQ. Every type 1 clause derivable from $T \cup Q$ by $I_{\text{REG}}$ is also derivable from $T \cup Q$ by $I_{\text{SLD}}$.

**Proof.** We show using induction that for every clause $Q'$ of type 1 such that $T, Q \vdash_{I_{\text{REG}}} Q'$ (i.e., that is derivable at depth $i$) we also have $T, Q \vdash_{I_{\text{SLD}}} Q'$.

**Base case ($i=0$):** In that case $Q'$ is actually the input CQ $Q$ and hence we clearly have $T, Q \vdash_{I_{\text{SLD}}} Q'$.

**Induction step:** For every derivation depth assumption that for every $\ell \leq i$ and $Q''$ such that $T, Q \vdash_{I_{\text{REG}}} Q''$ we have $T, Q \vdash_{I_{\text{SLD}}} Q'$ (induction hypothesis). Assume now that at a next step a clause $Q''$ of type 1 is produced, i.e., $T, Q \vdash_{I_{\text{SLD}}} Q''$. By the definition of $I_{\text{REG}}$ $Q''$ is produced by an inference of the form $Q', C \vdash_{I_{\text{REG}}} Q''$, i.e., one that has as a main premise another clause of type 1 such that $T, Q \vdash_{I_{\text{REG}}} Q'$ and as a side premise a clause C such that $T \vdash_{I_{\text{REG}}} C$. Clearly, we have $Q', C \vdash_{I_{\text{SLD}}} Q''$. If $C \in T$ then, by the previous and the induction hypothesis we immediately obtain $T, Q \vdash_{I_{\text{SLD}}} Q''$. Otherwise, we have $T \vdash_{I_{\text{REG}}} C$ with $j > 0$, and it suffices to show that $Q''$ can also be derived from $Q$, by $I_{\text{SLD}}$ using only clauses of $T$. This follows by the following claim:

**Claim 1:** For each $Q''$ and $C$ such that $Q', C \vdash_{I_{\text{SLD}}} Q''$, $T \vdash_{I_{\text{REG}}} C$, and $j > 0$ there exist $C_1$ and $C_2$ such that the following hold:

- $T \vdash_{I_{\text{REG}}} C_1$ and $T \vdash_{I_{\text{REG}}} C_2$, and
- $Q', C_1 \vdash_{I_{\text{SLD}}} Q''$, $Q', C_2 \vdash_{I_{\text{SLD}}} Q''$.

We show Claim 1 by a case analysis on the types of clauses that can be deduced from $T$ by $I_{\text{REG}}$. According to $I_{\text{REG}}$, only clauses of type 2.1, 2.2, 2.3 (of the form $B_1(f(x)) \iff C(x)$ or $A(f(x)) \iff F(x)$) can be derived from $T$ by $I_{\text{SLD}}$. We show each case next:

| Table B.10: Possible Types of Inferences of $I_{\text{REG}}$ |
|-----------------|---------------|
| 3.3+2.3=2.3    | $C(x) \iff A(x) \land [B(x)] \quad A(f(x)) \iff F(x)$ |
|                 | $C(f(x)) \iff B(f(x)) \land [F(x)]$ |
| 3.3+2.3=3.3    | $E(x) \iff B(f(x)) \land [C(f(x))] \quad D(f(x)) \iff B(f(x)) \iff G(x)$ |
|                 | $E(x) \iff C(f(x)) \land [G(x)] \land D(f(x))$ |
| 2.3+2.3=2.3    | $E(f(x)) \iff B(f(x)) \land [C(f(x))] \quad D(f(x)) \iff G(x)$ |
|                 | $E(f(x)) \iff C(f(x)) \land [G(x)] \land D(f(x))$ |
| 4.1+2.1=3.3    | $B(x) \iff P(x, y) \land [C(y)] \quad P(x, f(x)) \iff A(x)$ |
|                 | $B(x) \iff A(x) \land [C(f(x))]$ |
| 4.1+2.2=2.3    | $B(x) \iff P(x, y) \land [C(y)] \quad P(f(x), x) \iff A(x)$ |
|                 | $B(f(x)) \iff A(x) \land [C(x)]$ |
| 3.1+2.1=2.1    | $S(x, y) \iff P(x, y) \quad P(x, f(x)) \iff A(x)$ |
|                 | $S(x, f(x)) \iff A(x)$ |
| 3.1+2.2=2.2    | $S(x, y) \iff P(x, y) \quad P(f(x), x) \iff A(x)$ |
|                 | $S(f(x), x) \iff A(x)$ |

1. $C$ is of type 2.1. Then, $Q', C \vdash_{I_{\text{SLD}}} Q''$ is of the form:

$$Q_p(\tilde{\delta}) \iff \land D(f_i(\tilde{\delta})) \land R(v, u) \quad R(x, f(x)) \iff A(x)$$

$$Q_p(\tilde{\delta}) \iff \land D(f_i(\tilde{\delta})) \land A(x)$$

where $\sigma$ is an mgu for $(R(v, u), R(x, f(x)))$. Moreover, $I_{\text{REG}}$ produces clauses of type 2.1 by resolving clauses $C_1, C_2$ of either type 3.1 and 2.1 or of type 3.2 and 2.2. We show the case that $C_1$ is of type 3.1 $(R(x, y) \iff P(x, y))$ and $C_2$ of type 2.1 $(P(x, f(x)) \iff A(x))$; the case of types 3.2 and 2.2 is similar. Assume w.l.o.g. that the mgu in the inference of $C_1$ and $C_2$ is $\sigma_1 = \{y/f(x)\}$. Clearly, $Q'$ resolves with $C_1$ producing clause:

$$Q' = Q_p(\tilde{\delta}) \iff \land D(f_i(\tilde{\delta})) \land P(x, y)\theta$$

with $\theta$ the mgu for $(R(v, u), R(x, y))$. The mapping $\theta_1 = \{f(x) =$
2. Assume that \( \theta \) is the mgu \([x \mapsto v, y \mapsto u]\) and \( Q'\) is actually of the form \( Q' = Q_\sigma \sigma \) where \( \sigma \) is an mgu for \([A(v), A(x)]\). Moreover, \( I_{\text{REG}}\) produces clauses of type 3.3 by resolving clauses \( C_1, C_2 \) of either type 4.1 and 2.1 or of type 3.2 and 2.2. Assume that \( C_1 \) is of type 4.1 \((A(x) \leftarrow R(x, y))\) and \( C_2 \) of type 2.1 \((R(x, f(x)) \leftarrow B(x))\) while \( C \) is produced using the mgu \( \sigma' = [y/f(x)]\) (the case of 4.2 and 2.2 is similar). Clearly, \( Q' \) resolves with \( C_1 \) producing clause:

\[
Q' = Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) \land R(x, y)\theta
\]

Again we can assume that \( \theta \) is the mgu \([x \mapsto v, y \mapsto u]\) and \( Q'\) is actually of the form \( Q' = Q_\sigma \sigma \) where \( \sigma \) is an mgu for \([B(v), B(x')]\). Moreover, \( I_{\text{REG}}\) produces clauses of type 2.3 by resolving clauses \( C_1, C_2 \) of either type 3.3 and 2.3, or of type 4.1 and 2.2, or of type 4.2 and 2.1.

First, let \( C_1 \) be of type 3.3 \((B(x') \leftarrow C(x') \land [A'(x')]\)) and \( C_2 \) of type 2.3 \((C(f(x)) \leftarrow A(x))\), while \( C \) is produced by resolving them with mgu \( \sigma' = [x'/f(x)]\). Clearly, \( Q' \) resolves with \( C_1 \) producing clause:

\[
Q' = Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) \land C(x') \land [A'(x')\theta]
\]

with \( \theta \) mgu for \([B(v), B(x')]\). As before, we can assume that \( \theta \) is the mgu \([x' \mapsto v]\). Moreover, since \( x' \) does not appear in \( Q'\), clause \( Q' \) is actually of the form \( Q_\sigma = \bigwedge D_j(\theta) \land C(v) \land [A'(v)]\). Hence, since the variables that appear in \( C(v), A'(v)\) are the same as those in \( B(v), Q' \) resolves with \( C_2 \) with mgu \( \sigma' \) to obtain clause \( Q''\).

Therefore, there are derivations of the form \( Q', C_1 \vdash Q'\) and \( Q', C_2 \vdash Q'\). Moreover, we clearly have \( T \vdash_{\text{SLD}}^F C_1 \) and \( T \vdash_{\text{SLD}}^F C_2 \).

Second, let \( C_1 \) be of type 4.1 \((B(x') \leftarrow R(x', y))\) and \( C_2 \) is of type 2.2 \((R(f(x), x) \leftarrow A(x))\), while \( C \) is produced using mgu \( \sigma' = [x'/f(x), y \mapsto x]\); the case of 4.2 and 2.1 is similar. Again, \( Q' \) resolves with \( C_1 \) producing clause:

\[
Q' = Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) \land R(x', y)\theta
\]

with \( \theta \) mgu for \([B(v), B(x')]\) and \( \theta \) can be the mgu \([x' \mapsto v];\) hence, we have \( Q' = Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) \land R(v, y)\). Since \( v \) also appears in \( B(v) \) of \( Q'\) and \( y \) is new in \( Q'\), \( Q' \) resolves with \( C_2 \) with mgu \( \sigma' = \sigma \cup \{y \mapsto x\} \) which produces \( Q''\). Thus, again, there is a derivation of the form \( Q', C_1 \vdash Q'\), \( Q', C_2 \vdash Q'\), while since \( I_{\text{REG}}\) never produces clauses of type 4.1, \( C_1 \in T\), and finally \( T \vdash_{\text{SLD}}^F C_2 \), as required.

4. \( C \) is of type 3.3. Then, \( Q', C \vdash_{\text{SLD}}^F Q'\) is of the following form:

\[
\begin{align*}
Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) & \land A(y) \land A(x) \land B(x) \\
Q_\sigma(\theta) \leftarrow \bigwedge D_j(\theta) & \land B(x) \land \sigma
\end{align*}
\]
The transformation clearly terminates and it can be done to all parts of an SLD derivation. Hence after a finite number of steps we can obtain a function-compact derivation.

We now show the Claim 2. For, we show that if a pair of inferences \(Q_1, C_1 \vdash Q_2\) and \(Q_2, C_2 \vdash Q_3\) can be rewritten as \(Q_1, C_1 \vdash Q'\) and \(Q', C_1 \vdash Q''\), then \(Q''\) is actually \(Q_3\)—that is, if we can reorder the pair, then after the reordering we obtain the same final derived clause. Thus, in Claim 2, after \(C_3\) has been pushed to the beginning (end), we indeed have that \(Q'_e, C_{k-1} \vdash Q_{e+1} (Q'_{e+1}, C_k \vdash Q_n)\).

In more detail, the inference \(Q_1, C_1 \vdash Q_2\) is of the form:

\[
\frac{Q_p(\theta)}{Q_p(\sigma) \rightarrow (\bigwedge D_j(\theta_j) \land A \land B) \quad A_1 \rightarrow A_2}
\]

where \(\sigma\) is the m.u. for \([A, A_1]\), while \(Q_2, C_2 \vdash Q_3\) is of the form:

\[
\frac{Q_p(\Theta) \rightarrow (\bigwedge D_j(\theta_j) \land A_2 \land B) \land B_1 \rightarrow B_2}{Q_p(\sigma) \rightarrow (\bigwedge D_j(\theta_j)) \land A_3 \land B_1 \rightarrow B_2}
\]

where \(\theta\) is the m.u. for \([B_0, B_1]\). After reordering, the inference \(Q_1, C_2 \vdash Q'\) is of the form:

\[
\frac{Q_p(\Theta)_2 \rightarrow (\bigwedge D_j(\theta_j)) \land A_2 \land B_1 \rightarrow B_2}{Q_p(\sigma) \rightarrow (\bigwedge D_j(\theta_j)) \land A_3 \land B_1 \rightarrow B_2}
\]

for \(\theta\) a most general unifier for \([B_0, B_1]\), while \(Q', C_2 \vdash Q''\) is of the form:

\[
\frac{Q_p(\Theta)_2 \rightarrow (\bigwedge D_j(\theta_j)) \land A_2 \land B_0 \land B_1 \rightarrow B_2}{Q_p(\sigma) \rightarrow (\bigwedge D_j(\theta_j)) \land A_3 \land B_2 \land B_1 \rightarrow B_2}
\]

with \(\sigma'\) an m.u. for \([A_1, A_2\]). Clause \(Q''\) contains the same predicates as \(Q_1\). To show that \(Q''\) is equal (up to renaming of variables to \(Q_2\)) we need to show that unifiers \(\theta'\) and \(\sigma'\) exist such that \(\theta' \circ \sigma'\) maps variables of \(Q_3\) in the same way as \(\sigma \circ \theta\). To do so, given a mapping \(s_1 \rightarrow s_1 \in \sigma\), a mapping \(t_1 \rightarrow t_2 \in \sigma\), we show how we can build mappings \(s_1' \rightarrow s_1' \in \sigma'\) and \(t_1' \rightarrow t_1' \in \sigma'\) such that, w.r.t. the variables that are being mapped, applied \(\sigma\) and then \(\theta\) has the same result as applying \(\theta'\) and then \(\sigma'\). Consequently, since this can be done for any combination of mappings in \(\sigma\) and \(\theta\), applying \(\theta'\) and then \(\sigma'\) would have the same effect on all the variables of the query. Since there are unifiers there are also most general unifiers and we will have that \(Q_3 = Q''\). Unifiers \(\theta'\) and \(\sigma'\) are constructed based on \(\sigma\) and \(\theta\) as follows, where 1. and 2. are applied exhaustively first, and then 3., 4., 5., and 6. in that order:

1. If \(\sigma\) contains \(x \rightarrow s\) and \(\theta\) contains \(w \rightarrow s\), then add \(w \rightarrow x\) to \(\theta'\) and \(x \rightarrow s\) to \(\sigma'\). Clearly, \(\theta' \circ \sigma'\) maps \(x\) and \(w\) to the same terms as \(\sigma \circ \theta\).

2. If \(\sigma\) contains \(x \rightarrow s\) and \(\theta\) contains \(w \rightarrow g(s)\) for some function \(g\), then add \(w \rightarrow g(x)\) to \(\theta'\) and \(x \rightarrow s\) to \(\sigma'\). Again, \(\sigma' \circ \theta\) maps \(x\) and \(w\) to the same terms as \(\sigma \circ \theta\).

3. In all other cases copy all mappings of \(\theta\) to \(\theta'\).

4. Let \(\sigma\) contain \(x \rightarrow y\) and let \(x\) be a variable of \(Q_1\). If \(\theta'\) contains no mapping of the form \(y \rightarrow s\), then add \(x \rightarrow y\) to \(\sigma'\); otherwise, add \(x \rightarrow y\) to \(\sigma'\); similarly if \(x \rightarrow y \rightarrow f(s) \in \sigma\) and \(y \rightarrow s \in \theta\), then add \(x \rightarrow f(s) \circ \theta'\). Again, \(\theta' \circ \sigma'\) maps variables \(x\) and \(y\) to the same terms as \(\sigma \circ \theta\).

5. In all other cases copy all mappings of \(\sigma\) to \(\sigma'\).

6. If \(\sigma\) contains a mapping of the form \(x \rightarrow s\) and \(x\) is a variable of \(C_1\), then add \(x \rightarrow f(s)\) to \(\sigma'\). In this case this mapping has no effects on the variables of \(Q''\) as \(x\) belongs in \(C_1\).

Note that the construction is well-founded: Cases 1. and 2. are independent from each other and do not depend on previously introduced mappings. Moreover, Case 3. is also independent. Case 4. has an if condition over \(\theta'\). However, \(\theta'\) is never altered again, hence the if condition is either always satisfied or not and the construction of \(\sigma'\) is well-defined. Finally, Cases 5. and 6. are also well-defined.

Before proceeding we note that a pair of inferences \(Q_1, C_1 \vdash Q_2, C_2, \vdash Q_3\) cannot be rewritten as \(Q_1, C_2 \vdash Q'\) and \(Q', C_1 \vdash Q''\) only if the head of \(C_2\) resolves with some atom that was introduced when resolving \(Q_1\) with \(C_1\) — that is, \(C_1\) is of the form \(A \leftarrow B, C_2\) is of the form \(B \leftarrow C, C\) and \(B \in B\) and hence the inference with side premise \(C_2\) requires that the inference with side premise \(C_1\) occurs first. If reordering of the previous inference is possible then we say that \(C_2\) is independent of \(C_1\), while if they cannot then we say that it is dependent.

Finally, we show that clauses that do not mention a functional symbol can indeed be pushed either at the beginning or at the end of the sequence.

Consider a sequence \(Q_1, \ldots, Q_n\) where all \(Q_1, \ldots, Q_{n-1}\) mention a function symbol \(f\) while \(Q_1, Q_n\) do not. Assume also in contrast that none of the clauses \(C_i\) with \(2 \leq i \leq n - 1\) that does not mention \(f\) can be moved either at the beginning or at the end.

Let \(C_k\) be the first side premise that does not mention \(f\). By assumption it cannot be moved at the beginning of the sequence. Hence, \(C_k\) is of the form \(A \leftarrow B\) and there is some previous inference \(Q_j, C_j \vdash Q_{j+1}\) with \(j > 1\), where \(C_j\) is of the form \(F \leftarrow A\) with \(A \in A\) and hence \(C_k\) cannot be moved outside. If \(C_j\) is function-free then the assumption also applies to it and hence there is some other clause before over which \(C_j\) depends. It follows that for some clause that cannot be moved outside the clause obstructing the move contains \(f\) in the head. Let that be \(C_{j'}\), that is, for \(C_{j'}\) we additionally have that \(F\) contains the function symbol \(f\). It also follows that no clause \(C_l\) in between, i.e., where \(j \leq k \leq k\) can depend on \(C_{j'}\) for otherwise the inference with \(C_l\) would eliminate \(A\) and hence \(C_k\) would not depend on \(C_{j'}\). Consequently, all these clauses in between can be moved before \(C_{j'}\), that is, the sequence can be reordered such that \(j = k - 1\).

Next, again by assumption, \(C_k\) cannot be moved downwards either. Hence, this implies that there is also some clause \(C_{m}\) that depends on \(C_k\)—that is, it is of the form \(B \leftarrow C\), where \(B \in B\). Again no clause in between \(C_k\) and \(C_{m}\) can depend on \(C_k\). Moreover it can also not depend on \(C_{j'}\) as \(A\) is eliminated by the inference with side premise \(C_{j'}\). Hence, all these clauses can also be moved before clause \(C_{j'}\), i.e., \(C_{m-1}\) in the reordered sequence. By applying this reasoning repeatedly we can reorder the sequence such that after clause \(C_{k-1}\) we have inferences with
side premises clauses $C_{k-1}$, $C_k$, $C_{k+1}$ such that the head of each clause resolves with some body atom of its clause immediately on the left. Let $C^{k+1}$ be the clause produced by the inferences $C_{k-1}, C_k \vdash C'$, $C', C_{k+1} \vdash C^{k+1}$. By the form of the clauses used in these inferences (see before) $C^{k+1}$ must be of the form $F \leftarrow C$. Moreover, we can easily see that instead of obtaining $Q_{i+2}$ through the inferences $Q_{i-1}, C_{k-1} \vdash Q_i, Q_j, C_k \vdash Q_{i+1}$, and $Q_{i+1}, C_{k+1} \vdash Q_{i+2}$, we can obtain it as a resolvent of $Q_{k-1}$ and $C^{k+1}$. Furthermore, since $Q_{i-1}$ mentions $f$, the inference $Q_{i-1}, C_{k-1} \vdash Q_i$ creates a clause that also mentions $f$, and $C^{k+1}$ has the same head as $C_{k-1}$, then so would $Q_{i+2}$ mention $f$.

Consequently, if $C_{i+1}$ is the last clause in the sequence, i.e., $C_{n-1}$, then we reach a contradiction: in that case $Q_{i+2}$ is $Q_i$ and as shown before it must mention $f$. Otherwise, there are other inferences and side premises between $C_{k-1}$ and $C_{n-1}$. First note that these can only depend on $C_{i+1}$. If some dependent clause exists then, reorder the sequence by moving it after $C_{i+1}$, and compute the clause $C^{k+2}$ where $C^{k+1}, C_{k+2} \vdash C^{k+2}$; otherwise, starting from the topmost, push all independent clause one by one before $C_{i+1}$. We can repeat this reordering until we reach a sequence where all inferences have side premises of the form $C_{i-1}, C_i, C_{i+1}, C_{i+2}, \ldots, C_{n-1}$, all clauses depend on the clause immediately on the left and as stated before $Q_i$ can be obtained as a resolvent of $Q_{i-1}$ and some clause $C^{n-1}$ which is built by resolving one-by-one in an iterative way all the side premises of the previous list. Hence, we can reach a contradiction.

**Theorem 1.** Let $T$ be a DL-Lite$\tau$TBox and let $Q$ be a CQ. Every derivation from $T \cup Q$ by $I_{\text{lite}}$ terminates. Moreover, Rapid-Lite$(Q, T)$ is a UCQ rewriting for $Q, T$.

**Proof.** Termination follows by our observations stated in Section 3. Next we show correctness. Let $R_Q = \text{Rapid-Lite}(Q, T)$. To show that $R_Q$ is a UCQ rewriting we need to show that for each $A$ we have $\text{cert}(Q, T \cup A) = \text{cert}(R_Q, A)$.

In order to show that $\text{cert}(Q, T \cup A) \supseteq \text{cert}(R_Q, A)$, it suffices to show that $T \cup Q \vdash R_Q$, which is equivalent to showing $T \cup Q \vdash Q_i$, for each $Q_i \in R_Q$. This follows trivially since each $Q_i$ is built using a resolution based calculus.

Now we show that $\text{cert}(Q, T \cup A) \subseteq \text{cert}(R_Q, A)$. Consider the Requiem algorithm. It suffices to show that for each $Q' \in \text{RQR}(Q, T)$ a query $Q'' \in R_Q$ exists such that $Q'$ and $Q''$ are equivalent up to renaming of variables. $\text{RQR}(Q, T)$ is constructed in two steps. First, $T \cup Q$ is saturated by $I_{\text{REQ}}$ to obtain a (non-recursive) datalog program $P$, and then $P$ is unfolded to obtain a UCQ.

By Lemma 1, every clause of type 1 in $P$ can also be derived from $T \cup Q$ by $I_{\text{SLD}}$, while by Lemma 2 the SLD derivation can additionally be assumed to be function-compact. Hence, it suffices to show that for each function-free clause of type 1 derivable from $T \cup Q$ by $I_{\text{SLD}}$ is also derivable from $T \cup Q$ by $I_{\text{lite}}$.

Let $Q_i$ be the $i$-th query derived from $T \cup Q$ by $I_{\text{SLD}}$. We use induction.

**Base case ($i=0$):** In that case $Q_0 = Q$ and by definition of Rapid-Lite$(Q, T)$, we have $Q_0 \in R_Q$.

**Induction step:** Assume that for all $1 \leq i \leq n$, all function-free clauses $Q_i$, derivable by $I_{\text{SLD}}$ are also derivable by $I_{\text{lite}}$ and assume that a new function-free clause $Q_{i+1}$ is derived next by $I_{\text{SLD}}$. There are two cases:

1. $Q_{i+1}$ is derived from some function-free $Q_j$ with $j \leq i$ and side premise some clause $C_j \in T$. Since both $Q_j$ and $Q_{i+1}$ are function-free this inference can be captured by the unfolding inference rule; hence, $Q_j, C_j \vdash^{\text{lite}} Q_{i+1}$ and thus $Q_{i+1} \in R_Q$.

2. $Q_{i+1}$ is derived from some $Q_j$ by $I_{\text{SLD}}$ with an SLD derivation of the form $Q_j, Q_{j+1}, \ldots, Q_{j+k}$ where $Q_{j+k} = Q_{i+1}$, all intermediate clauses contain a term $f(s_j)$, while also by function-compactness all side premises contain $f(t_i)$. By definition of $I_{\text{SLD}}$ all side premises belong to $T$ and $T$ is normalised; hence, function symbols are unique per axiom of the form $\exists f.A$ and consequently, all side premises are either of the form $R(x, f(x)) \leftarrow D$ or $A(f(x)) \leftarrow C$, where the atoms of all intermediate clauses of type 1 over which they resolve are of the form $R(u_i, f(s_i))$, $R(f(s_j), u_i)$ or $A(f(s_j))$ for $s_j, u_i$ terms. Moreover, since $Q_j$ is function-free and $Q_{j+1}$ mentions $f$, the atom of $Q_j$ that resolves with $C_j$ is of the form $R(s, t)$ or $A(t)$ and the mgu must contain a mapping of the form $x \mapsto f(y)$ for $x$ an ej-variable of $Q_j$. Let $S_1$ contain all the role atoms of $Q_j$ that participate in the inference and $S_2$ all the concept atoms. (Note that either can be empty) Since there is an mgu for all intermediate SLD inferences, there is also a simultaneous mgu for $S_j \cup [R(x, f(x))]$ and $S_2 \cup [A(f(x))]$ [16]. Moreover, as analysed above and by construction of the simultaneous mgu, this must contain a mapping of the form $x \mapsto f(y)$ for $x$ an ej-variable. Consequently, there is an inference of the form $Q_j, C_1, \ldots, C_{n-1} \vdash Q_{i+1}$ using the shrinking rule.

Hence, in either case all function-free clauses of type 1 are derivable by $I_{\text{lite}}$.

Finally, we show that all queries derived using unfolding are also derivable by $I_{\text{lite}}$. This is straightforward: again all such inferences can be unfolded to be captured by inferences using as side premises only clauses from $T$ and moreover all these always produce function-free type 1 clauses; hence, they can be captured by the unfolding rule of $I_{\text{lite}}$ and hence all such queries belong to $R_Q$. 

**Appendix D. Proofs of Section 4**

**Lemma 3** Let $T$ be an EL$\mathcal{HI}$TBox and let $T'$ be a CQ (resp. RA-clause). Then, every type 1 clause (resp. type 3.3 clause) derivable from $T$ by $I_{\text{REQ}}$ starting with $T$ is also derivable from $T$ by $I_{\text{SLD}}$ starting with $T$.

**Proof.** First, let $T$ be an arbitrary RA-clause that produces some clause of type 3.3 from $T$ by $I_{\text{REQ}}$. We show the claim via induction. Assume that at some point all 3.3 clauses derivable from $T$ by $I_{\text{REQ}}$ starting with an RA-clause are also derivable from $T$ by $I_{\text{SLD}}$ (IH1). Assume that a new 3.3 clause $C$ is derived in some part of the derivation that is starting with $T$. We
show only the case that \( \tau \) is of the form \( A(x) \leftarrow R(x, y) \land D(y), \) i.e., of type 4.1; for \( \tau \) of type 4.2 the proof is similar.

Clause \( C \) is of type 3.3. According to Table B.10 such clauses can be produced by inferences of the form \( C_1, D_1 \vdash \text{IReg} \) \( C \) where \( C_1 \) and \( D_1 \) can be one of the following forms:

1. Clause \( C_1 \) is of type 4.1 and clause \( D_1 \) is of type 2.1; the case \( C_1 \) is of type 4.2 and \( D_1 \) is of type 2.2 is similar.

Since \( I_{\text{Reg}} \) never produces clauses of type 4.1, \( C_1 \in \mathcal{T} \).

In contrast, \( D_1 \) can be produced by an inference of the form \( E_2, D_2 \vdash D_1 \), where \( E_2 \) is of type 3.1 and \( D_2 \) is again of type 2.1. Consequently, as shown in the proof of Lemma 1, \( C_1, D_1 \vdash \text{IReg} \) \( C \) can be unfolded into the inferences \( C_1, E_2 \vdash C \) and \( C_2, D_2 \vdash C \). Clauses of type 3.1 are never produced by \( I_{\text{Reg}} \), hence \( E_2 \in \mathcal{T} \), while \( D_2 \) (again of type 2.1) is of lower derivation depth. By a straightforward inductive claim we can show that we can exhaustively unfold these inferences until we have a derivation of the form: \( \ldots, C_n, C \) where \( C_i, E_{i+1} \vdash C \), all \( C_i \) are of type 4.1, \( C_1 \in \mathcal{T} \), all \( E_i \) are of type 3.1 (or 3.2) also in \( \mathcal{T} \) and \( C \) is derived by some \( C_n, D_n \vdash C \), where \( D_n \) is of type 2.1 (or 2.2) and again in \( \mathcal{T} \). Consequently, \( C \) is derivable from \( \mathcal{T} \) by \( I_{\text{SLD}} \).

2. Clause \( C_1 \) is of type 3.3 and clause \( D_1 \) is some clause.

Since \( C \) is derived by a sequence starting with \( \tau \), so does \( C_1 \). Hence, by induction hypothesis IH1 \( C_1 \) derivable from \( \mathcal{T} \) by \( I_{\text{SLD}} \).

Now, we turn our attention to \( D_1 \). By a second induction we can show that if \( D_1 \) is derivable by inferences over other clauses, then \( C_1, D_1 \vdash \text{IReg} \) \( C \) can either be unfolded using these clauses which are of lower derivation depth or \( D_2 \) is derivable. More precisely, we have the following claim:

Claim 3: For each \( C_1, C \) and \( D_1 \) such that \( C_1, D_1 \vdash C \) and \( \mathcal{T} \vdash \text{IReg} \) \( D_1 \), we have that if \( \mathcal{T} \) is of type 3.3, then it is function-free and moreover either \( D_2 \) is produced by \( I_{\text{SLD}} \), or there exist inferences \( F \) and \( G \) such that \( \mathcal{T} \vdash \text{IReg} \) \( \mathcal{T}, D_2 \vdash G \land C_1, F \vdash C, G \vdash C \).

Proof of Claim 3: We study different cases according to the form of \( D_1 \): (a) \( D_1 \) is of type 2.3. Such clauses can be produced by inferences of the form \( F, G \vdash \text{IReg} \) \( D_1 \), where \( F \) and \( G \) can be one of the following forms:

i. \( \mathcal{T} \) is of type 4.1 (4.2) and \( G \) is of type 2.2 (2.1). We show only the case 4.1+2.2.

First, assume that \( \mathcal{T} \) contains the conjunct \( [C(y)] \), i.e., it is of the form \( A(x) \leftarrow R(x, y) \land C(y) \). Then, inference \( F \Rightarrow G \vdash \text{IReg} \) \( D_1 \) corresponds to an inference by the function rule and moreover, recall that since \( \mathcal{T} \) is of type 4.1 we have \( \mathcal{T} \in \mathcal{T} \).

Consequently, if additionally \( G \in \mathcal{T} \), then \( D_1 \) can be derived by \( I_{\text{SLD}} \) as required.

In contrast, \( G \) can be produced by an inference between a clause \( J_1 \) of type 3.1 and a clause \( G_1 \) of type 2.2. Then, the inference \( F, G \vdash D_1 \) can be unfolded into \( \mathcal{T}, J_1 \vdash F_1 \) and \( F_1, G_1 \vdash D_1 \). Furthermore, we have \( J_1 \in \mathcal{T} \) since such clauses are never produced by \( I_{\text{Reg}} \) and hence \( F_1 \) can be derived by \( I_{\text{SLD}} \) from \( \mathcal{T} \).

This can be done exhaustively until we reach a derivation of the form \( T_0, T_1, \ldots, T_n, D_1 \) where for \( 0 \leq i < n \) we have \( T_i, J_{n+1} \vdash T_{n+1}, T_0 \nvdash \mathcal{T} \), all \( J_{n+1} \) are of type 3.1, and \( \mathcal{T}_n, G_n \vdash C \); for some \( G_n \in \mathcal{T} \). Since all \( J_i \) are of type 3.1 and \( J_0 \in \mathcal{T} \), then \( \mathcal{T}_n \) is derivable by \( I_{\text{SLD}} \). Moreover, the last inference in the sequence corresponds the function rule and since \( \mathcal{T}_n \) is derivable by \( I_{\text{SLD}} \) and \( G_n \in \mathcal{T} \), then we can conclude that \( D_1 \) can be produced from \( \mathcal{T} \) by \( I_{\text{SLD}} \).

Second, assume that \( \mathcal{T} \) does not contain the conjunct \( [C(y)] \), i.e., it is of the form \( A(x) \leftarrow R(x, y) \). Then, the inference \( F, G \vdash D_1 \) can be used to unfold the inference \( C_1, D_1 \vdash C \) into \( C_1, F \vdash C', C \vdash C \), where \( G \) and \( \mathcal{T} \) are derivable at lower depths.

ii. \( \mathcal{T} \) is of type 3.3, \( G \) is of type 2.3 and according to Table B.10 \( \mathcal{T} \) is function-free. In this case the inference \( C_1, D_1 \vdash C \) can be unfolded into \( C_1, F \vdash C', C \vdash D_1 \) and \( \mathcal{T} \) and \( G \) obviously have smaller derivation depths and according to Table B.10 clause \( \mathcal{T} \) is function-free; hence, all conditions in Claim 3 are satisfied.

iii. both \( \mathcal{T} \) and \( G \) are of type 2.3. Then, inference \( C_1, D_1 \vdash C \) can be unfolded into inferences of the form \( C_1, F \vdash C', C \vdash G + C \) where \( \mathcal{T} \) and \( G \) are derivable at lower depths.

(b) \( D_1 \) is of type 3.3. By induction hypothesis of Claim 3 it follows that \( D_1 \) is function-free, thus it is of the form \( A(x) \leftarrow B(x) \land [C(x)] \). Now we have the following two cases:

First, assume that \( D_1 \) is actually of the form \( A(x) \leftarrow B(x) \) (i.e., no conjunct \( C(x) \)). Then, for \( \mathcal{T} \) and \( G \) we have the following cases:

i. \( \mathcal{T} \) is of the form \( A(x) \leftarrow R(x, y) \) (type 4.1 without \([C(y)]\)) and \( G \) is of the form \( R(x, f(x)) \leftarrow B(x) \) (type 2.1) or \( \mathcal{T} \) is of the form \( A(x) \leftarrow R(x, y) \) (type 4.2 again without \([C(y)]\)) and \( G \) is of the form \( R(f(x), x) \leftarrow B(x) \) (type 2.2). In this case we can unfold the inference \( C_1, D_1 \vdash C \) into \( C_1, F \vdash C', C \vdash G + C \) where \( \mathcal{T} \) and \( G \) are derivable at lower depths.

ii. \( \mathcal{T} \) is of the form \( A(x) \leftarrow D(f(x)) \land B(x) \) (i.e., type 3.3) and \( G \) is of the form \( D(f(x)) \leftarrow B(x) \) (i.e., type 2.3). Since the input TBox \( T \) never contains clauses of the form \( A(x) \leftarrow D(f(x)) \land B(x) \), \( \mathcal{T} \) must have been produced by applying \( I_{\text{Reg}} \) on \( \mathcal{T} \). \( \mathcal{T} \) can be produced again by an inference of the above form, i.e. 3.3+2.3, where the main premise must contain a functional-term in its body. Consequently, again this type 3.3 clause cannot belong to \( \mathcal{T} \).

We can conclude that in this case the derivation producing \( D_1 \) must start with an RA-clause. But
then, by the induction hypothesis IH1, we have that $D_i$ has been produced from $T$ by $I_{SLD'}$. Second assume that $D_i$ is of the form $A(x) \leftarrow B(x) \land C(x)$ (i.e., with a conjunct $C(x)$).

Again like in the previous case, we can conclude from the form of inferences that $D_i$ is produced by a derivation starting from an RA-clause; hence, by induction hypothesis IH1 $D_i$ is produced from $T$ by $I_{SLD'}$.

This concludes the case where $\Gamma$ is an RA-clause.

Second, we show the case that $\Gamma$ is a type 1 clause $Q$ producing another type 1 clause $Q'$—that is, for $Q, Q'$ we have $T, Q \vdash I_{REQ} Q'$. Let $P_{\iota}$ be all DL-Lite-clauses derivable from $T$ by $I_{SLD'}$. We will show using induction that $P_{\iota}, Q \vdash I_{SLD} Q'$.

**Base case ($i = 0$):** Then, $Q' = Q$ and we trivially have $P_{\iota}, Q \vdash I_{SLD} Q$.

**Induction step:** Assume that for every $\ell \leq i$ and $Q'$ such that $T, Q \vdash I_{REQ} Q'$ we have $P_{\iota}, Q \vdash I_{SLD} Q'$ (induction hypothesis). Assume now that at a next step a clause $Q''$ of type 1 is produced, i.e., $T, Q \vdash I_{REQ} Q''$. By the definition of $I_{REQ}$ $Q''$ is produced by an inference of the form $C, Q \vdash I_{REQ} Q''$, i.e., one that has as a main premise another clause of type 1 such that $T, Q \vdash I_{REQ} C$ and as a side premise a clause such that $T, Q \vdash I_{REQ} C$. Clearly, we have $Q, C \vdash I_{SLD} Q''$. If $C \in \Gamma$ then by the previous, the induction hypothesis, and since $P_{\iota}$ is initialised to $T$ we immediately obtain $P_{\iota}, Q \vdash I_{SLD} Q''$. Otherwise, we have $T \vdash I_{j} C$ with $j > 0$ and we need to show that either $C \in P_{\iota}$ or that $Q''$ can also be derived from $Q'$ by $I_{SLD}$ using only clauses of $P_{\iota}$. This follows by the following claim:

**Claim 4:** For each $Q'$ and $C$ such that $Q', C \vdash Q''$, $T \vdash I_{j} C$, $j > 0$, either $C \in P_{\iota}$ or $C \not\in P_{\iota}$ and the following conditions hold:

- There exist clauses $C_1$ and $C_2$ such that $T \vdash I_{REQ} C_1, T \vdash I_{REQ} C_2$, and $Q', C_1 \vdash Q', C_2 \vdash Q'$.
- If $C$ is of type 3.3 then it is function-free.

We show Claim 4 by a case analysis on the types of clauses that can be deduced from $T$ by $I_{REQ}$, i.e., on the forms of clause $C$:

1. $C$ is of type 2.1 or of type 2.2. Then, Table B.10 such clauses can be derived by inferences involving only DL-Lite-clauses (cf. inferences 3.1+2.1=2.1 and 3.1+2.2=2.2). Hence, the claim follows from the proof of Claim 1 in Lemma 1.

2. $C$ is of type 2.3 or of type 3.3. These cases are similar to cases 2a and 2b in the proof of Claim 3, hence we dispense with the details.

The previous claim implies that for a clause $C \not\in P_{\iota}$ such that $T \vdash I_{REQ} C$, and $j > 0$, the inference $Q', C \vdash I_{SLD} Q''$ can be transformed into a sequence of inferences of the form $Q', C_1 \vdash Q', Q_1, C_2 \vdash Q_2, \ldots, Q_{j-1}, C_j \vdash Q'$, such that for all $1 \leq i \leq n$ we have $C_i \in P_{\iota}$; hence $P_{\iota}, Q \vdash I_{SLD} Q'$ and using the induction hypothesis $(P_{\iota}, Q \vdash I_{SLD} Q')$ we get $P_{\iota}, Q \vdash I_{SLD} Q''$ as required. 

**Theorem 2.** Let an $ELHI$-TBox $T$ and a $CQ$ $Q$. Every derivation from $T \cup Q$ by $I_{EL}$ terminates. Moreover, Rapid-EL($Q, T$) is a datalog rewriting of $Q, T$.

**Proof.** Using the same arguments as in the case of Rapid-Lite($Q, T$) it can be shown that only a finite number of RA-clauses and of clauses of type 1 can be produced by the unfolding and $n$-shrinking rule application. More precisely, none of the side premises allowed by $I_{EL}$ contains (and hence introduces) a new ej-variable to the resolvent. Moreover, the function rule uses RA-clauses in the main premise position and clauses from $T$ in the side premise position; hence it can only be applied a finite number of times.  

Now let $\mathcal{R} =$ Rapid-EL($Q, T$) that is partitioned into $\mathcal{R}_D$ and $\mathcal{R}_F$. Again, by soundness of the inference system $I_{EL}$ we trivially have cert($\mathcal{R}, T \cup \mathcal{A} \cup \mathcal{A}$) $\subseteq$ cert($\mathcal{R}_D, \mathcal{R}_F \cup \mathcal{A}$) for each $\mathcal{A}$. Next, we need to show that we also have cert($\mathcal{R}, T \cup \mathcal{A}$) $\subseteq$ cert($\mathcal{R}_F, \mathcal{R}_D \cup \mathcal{A}$).

Consider the Requiem output $\mathcal{R}' \in$ RQR($Q, T$). $\mathcal{R}'$ can be partitioned into $\mathcal{R}_D$ and $\mathcal{R}_F$ satisfying the conditions of Definition 1.

By Lemma 3 every derivation of a type 1 $Q'$ clause from $T \cup Q$ by $I_{REQ}$ can be transformed into an extended-SLD derivation. Moreover, by Proposition 2 the derivation of $Q'$ can be transformed into a function-compact one. Hence, by a similar induction as in the proof of Theorem 1 it follows that every $Q'$ derived from $T \cup Q$ by $I_{REQ}$ is also in $\mathcal{R}$.

Now consider the datalog clauses produced by $I_{REQ}$. This consists of clauses of one of the following forms (we have omitted analogous clauses with inverses):

- $A(x) \leftarrow R(x, y) \land C(y)$ (D.1)
- $A(x) \leftarrow R(x, y)$ (D.2)
- $R(x, y) \leftarrow S(x, y)$ (D.3)
- $A(x) \leftarrow B(x) \land [C(x)]$ (D.4)

Clauses of the form (D.1)–(D.3) are never produced by $I_{REQ}$. Hence, it follows that all such clauses are also in $\mathcal{R}$. Clauses of the form of (D.4) either appear in $T$ or are produced by sequences starting with an RA-clause as shown in Lemma 3. In the latter case it follows by Lemma 3 and Proposition 2 that these clauses can be produced by unfolding and $n$-shrinking, and thus such clauses are also in $\mathcal{R}$. In the former case (D.4) are unfolded into type 1 clause and as shown in DL-Lite Requiem unfolding corresponds to many inferences of $I_{EL}$ using the unfolding rule.

Finally, $\mathcal{R}_D$ is produced by applying the Requiem unfolding using the produced datalog clauses and $\mathcal{R}_F$ by unfolding the produced queries using the unfolded clause. As shown before, $\mathcal{R}_D$ must be equivalent to the datalog part of $\mathcal{R}$. Moreover, like in Theorem 1 all unfoldings over queries can be transformed into inferences with side premises clauses from $T$ or function-free type 3.3 clauses in $\mathcal{R}$. Hence, $\mathcal{R}_D \subseteq \mathcal{R}$. 
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