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ABSTRACT 

The importance of contextual information is widely 

acknowledged and has become a major topic of interest, 

investigation, and experimentation for quite some time, generating 

numerous papers and many scientific works. In this position paper 

we attempt to present the role of context, tackling it from the 

humanistic scope of its utilization within the modern social 

networking applications framework. Three major types of relevant 

contextual information may be identified in the literature, namely 

multimedia content retrieval and analysis systems that utilize the 

notion of context towards improved results,  context-aware 

systems, and contextual semantics, i.e., works that utilize 

semantic technologies for mining and intelligent information 

access to social media. For each type we shall present a brief 

review of its context definition and modeling methods, as well as 

identify and discriminate its useful types focusing on multimedia 

computing applications.   
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1. INTRODUCTION 
As expected the term context in general has numerous different 

interpretations and meanings. If we attempt to focus on the field 

of computer science, there are still many different disciplines, 

such as information search and retrieval, artificial intelligence, 

multimedia analysis, ubiquitous computing, and more recently 

mobile and social computing, that undertake their own way of 

understanding and thus defining what the term context really 

represents. Still, given the burst of social media and networks we 

may not accept a unique solid definition that would cover its 

usage within most modern computer science fields.  

Among the main reasons that justify the existence and utilization 

of contextual information in computer science tasks are two well-

known fundamental research problems, namely the bridging of 

two fundamental gaps; the semantic and sensory gap [9]. Being an 

issue inherent in most multimedia applications, the semantic gap 

is described as the gap between high-level semantic descriptions 

humans ascribe to everyday objects they interact with, and low-

level features machines can automatically parse. On the other 

hand the sensory gap is described as the gap between an object 

and the computer’s ability to sense and describe this object. 

Consequently it is contextual knowledge the single source of 

information that may enable computational systems to bridge both 

gaps.  

With the advent of all kind of new multimedia-enabled devices 

and multimedia-based systems, coupled by the fact that user-

generated content exploded through the utilization of social media 

and networks, new opportunities arise to infer media semantics 

and contextual metadata, capable of playing the role of a semantic 

interpreter. Information from low-level sources, such as sensors, 

that has been acquired without any further interpretation, may be 

meaningless, trivial, vulnerable to small changes, or uncertain, 

after all [40]. As a side-effect, limitation of low-level contextual 

cues when modeling human interactions and behavior risks 

reducing the usefulness of context-aware applications. On top of 

that and as observed early enough by Schilit et al. [30],  context 

encompasses more information than, e.g., the user's location, 

because other things of interest, including the user's social 

situation, are also changing at the same time or pace.  

As an additional motivation to this work, it is rather  common 

knowledge that context itself appears in various forms and 

modifications; thus, researchers commonly emphasize distinctions 

between different types of context. This paper provides in the 

following an overview on the definition of three basic aspects of 

context exploited within current computer systems and 

applications, introducing some envisioned usage scenarios in the 

area. The rest of this paper is organized as follows: in Section 2 

we present the importance of context identification within 

multimedia analysis tasks in the form of two useful types of 

context, namely the context of content analysis and the context of 

use. Section 3 deals with context-aware systems, whereas Section 

4 addresses some interesting works in the field of semantic 

context. Final comments on the topic and relevant conclusions are 

drawn in Section 5. 

2. CONTEXTUAL INFORMATION IN 

MULTIMEDIA ANALYSIS & RETRIEVAL 

TASKS 
It is well-acknowledged that the type of knowledge required for 

multimedia content analysis is by definition thought to be context-

sensitive. Consequently, to define and identify the appropriate 

type of context to be utilized in the process is a very important 

and complicated task. If we attempt to follow a breakdown 

approach, the first task would be the definition of the suitable 

aspect of context at hand, providing conceptual and audiovisual 
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information. As already introduced in [22], there are mainly two 

relevant types of context in broad multimedia analysis:  

i. the context of content analysis, and 

ii. the context of use.  

The first one refers to the context exploited during preparatory 

content analysis tasks and aids the extraction of semantic 

metadata. These may take the form of plain low-level semantic 

concepts, like for example the name of a person, or composite 

ones, like events and/or high-level concepts, like the person itself. 

The latter forms clearly a composite concept since its instances are 

related to instances of name, age, or gender. In the framework of 

multimedia analysis, in general, and, for example, within the task 

of scene classification, in particular, such interpretation maybe 

used to detect whether a picture or video sequence represents 

urban or countryside scenery; a crucial decision with respect to 

many applications.  

More specifically, when low-level visual features are employed to 

globally analyze the scene content and classify it in one of a 

number of pre-defined categories, e.g., urban/countryside, we 

have the top-down case of scene classification. Quite on the 

contrary, the  bottom-up approach that focuses on local analysis to 

detect and recognize specific objects in limited regions of an 

image, without explicit knowledge of the surrounding context, 

e.g., recognize a building or a tree, characterizes the task of object 

detection/recognition. As the interested reader may observe, 

above multimedia content analysis fields actually discuss the same 

problem, since, in principle, detection of a human-made urban 

construction in an image might very well imply an urban 

environment, whereas pre-classification of the still image as 

urban would favor the recognition of the particular structure 

compared to vegetation.  

Classical attempts worth mentioning in the area include Saber et 

al. [29], where low-level color classification is utilized in order to 

detect sky. Further in the context of content-based image retrieval, 

Smith and Li [31] assumed that a blue extended patch at the top of 

an image is likely to represent clear sky. An exemplar-based 

approach is presented in [33] that uses a combination of color and 

texture features to classify sub-blocks in an outdoor scene as sky, 

assuming correct image orientation. The latter brings up the issue 

of utilizing context orientation information in object class 

detection algorithms, a task that is generally avoided due to the 

fact that such contextual information is not always present. 

On the other hand the context of use is focused on collecting and 

analyzing detailed information about its intended users, their 

tasks, as well as the technical and environmental constraints 

present. Such data may be gathered using personalized interviews, 

site surveys, observational studies, etc.. Its main goals are to 

ensure that all factors relating to the use of a multimedia 

application are identified before its design work starts and to 

provide a basis for future usability tests [41]. As a result all 

information about context of use is an essential input to the 

problem definition, goals, requirements, conceptual and detailed 

design, as well as the planning of other usability methods to 

follow and is heavily exploited by search/retrieval and 

personalization applications [24].  

As far as multimedia content retrieval is concerned, contextual 

information may transform into several forms regarding the way 

content searches are performed, the type of searches users expect 

to issue and the constraints they impose in the process. Context is 

of special interest when tackling traditional retrieval tasks, such as 

query analysis, search by visual or metadata similarity, browsing 

and rendering of retrieved content, personalization and relevance 

feedback issues. In any case, research efforts focusing on the 

semantic part of the analysis [34] and search by visual similarity 

[18] may definitely benefit from the use of such contextual 

information. 

Another important variation of context used in multimedia 

analysis tasks is the so-called location context. This context type 

is typically associated to spatial relationships between objects or 

regions identified within the contents of a still digital image. We 

identify two types of such contextual relationships, namely 

relationships that exist between co-occurrence of objects in 

natural images and relationships that exist between spatial 

locations of certain objects in an image. In the case such 

information is considered as location, or identities of nearby 

people or objects, a methodology to sense and deliver the current 

context to the application is of great importance. Thus, a 

significant distinction is identified: some approaches try to infer 

the location where the still image has been captured [19], in 

comparison to approaches that try to infer the location of the 

actual content of the still image ([9],[18]). An idea to resolve this 

ambiguity would be to consider additional characteristics or still 

image metadata, such as the fact that when two still images are 

captured in the same nearby geo-tagged location within a few 

minutes time, they are probably in or around the same actual 

location [27].  

The so far discussed context, defined by typical relationships 

among locations of different materials in a scene, without taking 

into account exactly what the actual scene type is, is the one that it 

is used mostly within the framework of a multimedia content 

application. In another approach the overall description of the 

entire scene may also help towards the extraction of a certain type 

of contextual information.  The latter is known as scene context 

and is possible to help also the identification of individual objects 

in the scene. One of its main goals is the effective combination of 

local and global information, towards implementing robust 

methods to use in traditional multimedia content analysis 

problems [25]. 

3. CONTEXT-AWARENESS 
Now, apart from the traditional computing environments,  mobile 

devices such as smartphones, phablets, tablets, laptops, etc. are 

becoming increasingly popular these days. In addition tremendous 

amounts of user-generated content are captured every day by 

social network users. In conjunction to both these observations, 

devices and usage contexts of media capture are undergoing rapid 

transformation from the traditional capture device to personal 

computer to (social) network paradigm to an integrated networked 

media service provider experience, which combines actual media 

capture (i.e., digital still images and video sequences) with 

programmable processing using powerful operating systems and 

programming languages, as well as wireless networking coupled 

together with enriched user interaction (such as user and location 

metadata). As a result, context-awareness is broadly defined as 

"the ability to provide services with full awareness of the current 

execution environment" and is widely recognized as one of the 

foundations of modern mobile and ubiquitous systems ([5], [17]).  

As the first step, a context-aware applications' classification has 

been introduced in the early years of this emerging field by Schilit 

et al. [30], defining important aspects of contextual information as 

a basic set of fundamental questions, such as "who you are with", 

"when", "where you are", "what resources are nearby", etc.. Other 

approaches provided some plain synonyms for context, whereas 

Ryan et al. [28] include context as information about each user's 

location, environment, identity and time.  Quite similarly, Ward et 



al. [37] view context as the state of an application's surroundings. 

A broader interpretation of context was introduced by Abowd et 

al. [1], where context may be formalized as a combination of 4 

contextual types, namely: location (e.g., geo-localization), identity 

(e.g., gender, age, children), time and activity (e.g., what is 

occurring). In the framework of real-world, context-aware, 

human-computer interaction computing applications, context is 

defined as any information that can be used to characterize the 

situation that is relevant to the interaction between users and the 

system [30]. Finally, in an effort to summarize the key aspects of 

context with respect to human interaction behavior is proposed in 

[10].  

One of the main drawbacks of above presented context-aware 

systems is that they attempt to model all relevant context 

parameters of the environment. The latter depends heavily onto 

the application domain and as a result they all do not provide a 

clear context modeling nor a viable comparative evaluation. In the 

semantically close area of pervasive computing, the work of 

Henricksen  et al. [14] refers to context in environments,  taking 

into account users' activity and their inter-relationships, the 

devices being used, available resources and communication 

channels. Another idea that allowed developers to consider richer 

information as activities and abstract knowledge about the current 

global context and to model specific knowledge of the current 

sub-domain was formed by the ontology-based approach 

introduced by Gu et al. in [12]. Two levels of contextual 

information were introduced that allowed modeling of both low- 

and high-level information.  

In the era of Big-Data, technological advances in the field of 

hardware and devices' processing power empowered utilized 

devices with capabilities that allowed them to collect instantly 

large amounts of contextual information, such as their geographic 

position, their proximity to other people, their multimedia 

environment, etc. for extended periods of time. Consequently, the 

research field of Big-Data analytics emerged rapidly and provided 

information about context [8] and its effect on users' behavior 

([21],[20]). A final important research question that forms a great 

challenge within the discussed framework is how to represent this 

contextual information in a way that can aid bridging the gap 

between applications using contextual information and the 

deployment of context-aware services [7]. Development of such 

applications requires tools that are based on clearly defined 

models of context. The simplest approach would be to use a plain 

model with context being maintained by a set of environment 

variables.  

4. CONTEXTUAL SEMANTICS 
In real-world everyday life humans are considered to be able to 

perceive, combine, process, respond and evaluate information in 

real-time. The latter includes semantics meaning of the content of 

an interaction, non-verbal information, such as facial and body 

gestures and context, i.e., events happening in their surroundings 

or broad environment that in principle are full of ambiguities. One 

may identify these ambiguities ranging from the multimodal 

nature of emotional expressions in different situational 

interactional patterns [4] to intra- and interpersonal relational 

context [13]. 

One of the main objectives in the field is the combination of 

contextual parameters extracted from low-level visual features 

with high-level concepts and interpretation (e.g., fuzzy sets) to 

facilitate additional semantic knowledge processing tasks [35]. 

The second objective is high-level context analysis, i.e., to take 

into account the extracted/recognized concepts during content 

analysis in order to find the specific context, express it in a 

structural description form, and use it for improving or continuing 

the content analysis, indexing and searching procedures, as well 

as for personalization purposes. 

In terms of knowledge-assisted content analysis and processing, a 

set of core context functionalities of the multimedia application 

requires to be defined, regarding the way such a system is 

expected to execute knowledge-assisted image analysis functions 

automatically or in a supervised mode, so as to either detect or to 

recognize parts of content [35]. Additionally, semantic context is 

thought to generate or assist end-users classify their contents and 

metadata, through suggestions or sorting being performed in a 

sophisticated way, making quite naturally implicit use of its 

analysis functionalities. For example, in a face recognition 

scenario, visual clues may help the system detect the right person. 

Issues relating more to the automatic creation of metadata even 

after analysis, e.g., through inference, make use of context, as 

different sources of information (different analysis modules, 

textual inputs) may also be integrated. 

In this framework the current backbone of the Semantic Web, as 

well as of a growing number of knowledge-based systems are, of 

course, ontologies. The fact that manual construction of 

ontologies is considered to be a tedious and not efficient task 

resulted into numerous research efforts ([39],[23]) on automated 

development of contextual information in the form of domain 

ontologies. Typically domain ontologies consist of concepts, 

semantic relations among these concepts, and a set of inference 

rules. Thus, the process of a contextual ontology creation 

comprises of three main aspects, namely: i) learning of the 

concepts that will constitute the ontology, ii) learning of the 

semantic relations among these concepts, and iii) learning of a set 

of inference rules.  

Recently, a young, still very important field has emerged, the so-

called social computing, which typically includes social 

networking services (SNSs, such as Skype) and social networking 

platforms (SNPs, such as Facebook or LinkedIn). It sets the 

boundaries of an area of computer science that is concerned with 

the intersection of social behavior and computational systems. Its 

main building block is the creation of social conventions and 

social contexts through the use of software and technology, 

specifically designed for user-driven applications that facilitate 

communication, collaboration and sharing of knowledge through 

multimedia [36]. Still, common human intelligence and behavior 

is not captured by aforementioned components. The main 

challenge lies on the different possibilities of incorporating 

existing SNSs into context-aware techniques that would include 

Semantic Web, social search and social recommendations in the 

process. In other words the task is to integrate contextual 

information within SNSs in an efficient and productive manner, so 

as to sufficiently incorporate human preferences, mood, 

behaviors, and emotions [26]. The amazing enlargement of social 

computing during the recent years clearly raised the need for 

novel methodologies to address all above social relations [16]. 

It should have been evident by now that contextual semantics play 

a significant role in computer science even with respect to tasks 

that do not fall directly under the researcher's eye, such as 

programming. As depicted in [11] contextual semantics influence 

the composition, location and flows of operative code in a 

program. A variety of context information types and their 

relationships is presented in [3], where emphasis has been given 

on high-level contextual abstractions that describe real life 

situations together with the role of uncertainty of context 



information. Contextual information interpreted from the 

perspective of data distribution is followed by Bellavista et al. [2], 

where a unified architectural model and a taxonomy for context 

data distribution is presented. In a more recent work focusing on 

social computing, Irfan et al. [15] provide an overview of ideas in 

the fields of social search and recommendation that may be 

utilized to provide better social communication capabilities within 

the social networks environment. In addition the work performed 

in [6] focuses on the tasks of mining semantics and intelligent 

information accessing from/to social media, providing, whereas et 

al. [38] issued a large-scale user survey on the roles that social 

media, recommendations, reviews, and other forms of user-

contributed contextual information play in archival research. Last, 

but not least, Sohn et al. [32] utilized semantic context so as to be 

able to provide context-based personalized services within a smart 

home environment; a trending topic in the field. 

5. CONCLUSIONS & FUTURE WORK 
In this paper we briefly attempted to summarize the state-of-the-

art with respect to contextual information that supports gathering, 

evaluation and dissemination of context information in three 

distinct fields of computer science that focus and are applied on 

current social media. It is rather obvious that existing approaches 

to context information handling differ in the expressive power of 

the context information models, in the support they can provide 

for semantic interpretation, and in their computational 

performance. Since we believe this is a promising research 

direction, we discussed some relevant research issues to be 

investigated. 

More specifically, within the multimedia analysis domain we 

identified two types of context, namely the context of content 

analysis and the context of use. We observed why context 

information may be extremely helpful in knowledge extraction, 

especially when handling typical multimedia analysis problems 

like scene classification and object detection. As far as retrieval is 

concerned, closest match search capabilities together with image 

search by visual similarity depict clearly possible future benefits 

from exploiting contextual information parameters. In the field of 

a multimedia system’s content adaptation, the task of correction of 

image orientation or even general enhancements is tackled by 

methods dealing to a great degree with context, whereas effective 

use of available contextual information within multimedia 

structures remains an open and challenging problem, although 

interesting steps have been performed towards the categorization 

of context-aware applications. Semantic interpretation of context 

plays also a significant role for the social media context and forms 

a broad area of research interest that we believe will be of great 

interest in the near future. 
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