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Abstract

Multimedia content sharing within social networks has become one
of the most interesting and trending research fields over the last few
years. This undoubted emerge of related research works is rather
twofold, namely it includes both the analysis and management tech-
niques of the content itself, as well as new ways for its accompanied
meaningful interpretation and exploitation. In this paper, we review
the recent advances in the above fields in the humanistic framework
of the popular Flickr social network. In addition, the major research
challenges in the area are demonstrated and discussed, which include
current state-of-the-art approaches with respect to interesting human-
istic data collection and interpretation research fields, such as mul-
timedia information retrieval, (semi-) automatic tag manipulation,
travel applications, semantic knowledge extraction, human activity
tracking, as well as related benchmarking efforts. At the end of this
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survey, we also discuss the main challenges and propose a number of
future research directions for interested fellow researchers to continue
investigation in the field.

1 Introduction

We all agree that our digital era is characterized and rather dominated by
a single, yet very important observation, namely extremely large amounts of
digital multimedia content are being produced everyday and almost instantly
shared online by people interacting with others, within the framework of the
social network of their preference. This online social media networking ex-
plosion has gone to unprecedented lengths, with people redefining their lives
with the aid of social media characteristics. In principle, a social network
is considered to be a digital, on-line place, where people create profiles and
build a personal network that connects them to other people. During recent
years, such networks have emerged into a phenomenon that engages tens of
millions of Internet users every day. Moreover, the number of people that
use the Internet to share their own generated multimedia content has been
continuously increasing. More specifically, 73% of online users having a social
networking profile, compared to 8% in 2005, 16% in 2006, and 37% in 2008,
respectively [80].

Flickr1 is an image and video hosting website created by a Vancouver-
based company named “Ludicorp” back in 2004 and currently owned by
“Yahoo!”, an American multinational Internet corporation headquartered in
Sunnyvale, California, U.S.A.2 What makes it special among other multi-
media sharing websites is its aspect as an online community, within which
users are able to interact by sharing comments about photography and cre-
ate groups of particular interests. The technology news and media network
“The Verge”3 reported in March 2013 that Flickr had a total of 87 million
registered members and 3.5-10 million new photos uploaded daily[164], [65].
Each photo may contain metadata added by its photographer, such as tags
that describe either its visual content, its geo-location, or a free text de-
scription somehow related to the photo contents (Figure 1). It also contains
metadata added by the camera that has been used, such as the actual date

1http://www.flickr.com
2http://www.yahoo.com
3http://www.theverge.com
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the photo was taken, specific camera settings, the camera model, etc. Few
GPS-enhanced cameras automatically geo-tag the photos they take, but in
principal this is still done manually by photographers themselves, after the
actual photo has been captured. In principle, textual metadata associated
to a photo often serve as a reminder of the context of the image for the
photographer and his social circle [112], [147].

Figure 1: Flickr images sample.

The biggest majority of such photos uploaded and shared to the afore-
mentioned popular social network is taken by common users or amateur
photographers. The fact that such personal multimedia content has become
easy to grasp and capture by rather cheap hardware aided to its mass ex-
pansion. In addition, as Van House [147] empirically identified, this content
is being used according to four basic humanistic axes, namely: (a) mem-
ory, narrative and identity; (b) relationships; (c) self-representation; and (d)
self-expression. Eventually, other types of problems arose as well, i.e., it is
nowadays acknowledged that user-generated multimedia content is difficult
to efficiently get access to, or to be processed and effectively manipulated by
humans within a meaningful amount of time and effort spent. As a result
tasks have emerged that become day-by-day very difficult and challenging to
tackle.

Up to now it is common research knowledge that the overwhelming distri-
bution of such dynamically generated humanistic content over its end users,
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online communities and consumption devices requires ways for efficient rep-
resentation and, more importantly, organization, in order to be exploited in
applications and services. In another empirical study, Zeng and Wei [170]
investigated potential relationships between social ties and similarities of the
type of digital content that people create and share online. Among their
discoveries they found that around the time that a social tie between two in-
dividuals is formatted, they begin to create more similar content compared to
what they have created before. Interestingly, this similarity tends to evolve
in different ways when observing different subgroups of user pairs. In the
framework of the latter observation, traditional analysis approaches focusing
on analyzing data in terms of objects, and/or concepts and other isolated
entities are often quite insufficient, since they do not take into account im-
portant properties and relations of online shared multimedia content, the
so-called “content metadata”. Flickr enables the latter by providing a full
set of metadata managing options for its uploaded photos, allowing its users
to edit and refine their photo content metadata.

Although in general the application of qualitative and quantitative mul-
timedia content analysis techniques to assess generic metadata records goes
back in time and does not advance significantly current research state-of-
the-art, it is the nature of today’s “instant content capture and sharing”
conditions that point out a special interesting role in the process that makes
the difference, i.e., the role of a special kind of photo metadata: geo-tags. In
the dynamic environment of a social network, human behavior and activities
are better described and exploited in terms of enriched content metadata.
Consequently, geo-tags are considered important for online multimedia anal-
ysis and annotation. It is worth noting at this point that the roots of this
annotation process lie within the analog photo era, where users wrote some
“metadata” information, such as place and date, behind paper photos!

Now, in principle every part of a photo may be tied to a geographic
location, but in most typical applications only the position of the photogra-
pher is associated with the entire digital photo. As the reader may imagine,
this small detail implicates and significantly burdens most humanistic data
search and retrieval tasks. In the most typical example, photos of a land-
mark may have been taken from very different positions apart and in order
to identify all photos of this particular landmark within an image database,
all photos taken within a reasonable circular distance from it must be consid-
ered. Now, when such geo-tagged photos are uploaded to online multimedia
content sharing communities like Flickr, which enables the construction of
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infinite connections among its users [146], a photo can be placed onto a map
to view the location the photo was taken. In this way, social network users
can browse photos directly from the map, search for photos of a given area,
and find related photos of the same place from other users. The aforemen-
tioned tasks are considered elementary in order to build additional, ad-hoc
value-added digital services on top, like automated route/trip planning or
like, to our most recent knowledge, the popular “NOW” app. The latter
uses geo-tagged photos to find nearby events happening now4.

As expected, the act of automatically providing or calculating meaning-
ful photo geo-tags (the so-called “geo-tagging” process) opens a huge re-
search topic for the researchers’ community, mainly to the directions of being
able to analyze them, identify and determine social patterns amongst them.
However, issues of credibility on the volunteered user-generated geo-tagging
should become of broader research interest in various areas [38], [135], moti-
vating us to further investigate this topic in the following. At this point, it
should be noted that our work clearly differentiates from existing surveys in
the field, e.g. the one of Luo et al. [98] and the one of Wu et al. [158]. The
former focused on geo-tagged content in general (i.e. originating not only
from Flickr but even from other sources) and research within the fields of
multimedia and computer vision. Moreover, the latter focused on the social
aspect of social media research in general. On the other hand, our survey pa-
per deals with a broader aspect of research using Flickr derived datasets and
taking into account the special characteristics of Flickr within the process.

The structure of the rest of our paper is as follows. In the next section
2 we explain in more detail the motivation behind selecting Flickr as the
social network under investigation, as well as provide some basic aspects of
its functionalities, while in sections 3 - 7 we provide the main details on the
research opportunities that exist in the research fields identified. More specif-
ically we start by presenting several approaches in the multimedia content
retrieval field (section 3), as well as approaches that focus on the interpre-
tation of multimedia content (section 4), both in the sense of automatic
tag/geo-tag generation (subsection 4.1) and of knowledge extraction from
Flickr metadata (subsection 4.2). Next section 5 focuses on the humanis-
tic aspect of related applications in a twofold approach, namely by tackling
touristic-oriented travel applications (subsection 5.1), and applications deal-
ing with human activity tracking (subsection 5.2). Additional application

4http://techcrunch.com/2013/01/11/now-app/
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domains (section 6) and related benchmarks (section 7) are presented in the
following. It is worth noting that these fields form a holistic and complete
review approach of the Flickr research community and were imposed de facto
by the actual research works that exist in today’s literature. Finally, in sec-
tion 8 we provide a brief overview of remaining challenges and future research
directions based on the observations of this survey, whereas in section 9 we
briefly summarize our work.

2 Flickr and its Social Aspects

2.1 History and Basic Flickr Functionalities

Being the oldest and most popular image and video hosting website for the
last decade built around the sharing and organizing of photographs, allowed
Flickr to establish a rock-solid position in the social networks era. There
exist many photo sharing websites, however, what makes Flickr special, is its
interpretation as an online community, within which users are able to inter-
act with others in the following ways: a) they can share comments with other
users; b) they can follow other users; and c) they are able to create groups,
whose members share the same interests. This intra-user communication has
been suggested as the main originality of Flickr [121]. To be more accurate,
Flickr focused on the communication among amateur photographers, who
although represent the minority in terms of their population within the com-
munity, they play the most important role, since they are the main content
producers and tend to socialize and encourage new activities. At the basic
level, its users may use Flickr as plain online storage for their photos, but
at the same time its structure makes it very easy to use tagging as a way of
grouping photos by keyword, or into galleries or collections.

Flickr offers also an advanced public Application Programming Interface
(API)5 that enables independent programmers to expand its services and
relies on standard HyperText Markup Language (HTML) and Hyper Text
Transfer Protocol (HTTP) features, allowing for wide compatibility among
platforms and browsers (Figure 2). As a result Flickr has been very popular
around the research community during the last few years both for being the
largest collection of community collected geo-tagged photos and for offer-
ing its public API for accessing these photos along with their textual meta-

5https://www.flickr.com/services/api/
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data. Thus, the majority of research on community-collected photo metadata
and geo-data uses part of its database as a continuously growing test-bench,
whose size is larger than the one that the majority of state-of-the-art algo-
rithms is able to handle; more than 14 billion images have been currently
uploaded to Flickr, with most of them containing user generated textual and
location metadata.

Figure 2: Flickr API.
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2.2 Flickr Sharing and Tagging Photos

The act of adding human understandable, descriptive keywords to photos
is generally denoted as “tagging”. It is notable that the vast majority of
uploaded photos on Flickr has been tagged with a few descriptive keywords,
although these may differ significantly among “consumers” and “producers”
of digital content [25]. But why do people upload in common view and
moreover tag their photos? Angus and Thelwall [6] investigated the main
motivations for using Flickr and for tagging photos. Their sample users orig-
inated from the United States of America and Denmark and their research
indicated that users employ Flickr both as a personal archive and also as a
means of sharing photos with friends and family. However, reasons for tag-
ging also lie in the social organization and communication possibilities that
Flickr offers. There is much debate concerning the aforementioned reasons
for tagging. These reasons have also been categorized by Marlow et al. [101]
and Hammond et al. [47] as “organisational/social” and “selfish/altruistic”,
respectively. Within the findings of Angus and Thelwall we should also no-
tice that Flickr users do not tend to mix these reasons, but rather adopt one
tagging strategy over the other. They conclude that Flickr is treated more
as a virtual community and less as a website for commercial gains.

Moreover, Flickr users often interact on purpose, by commenting and ask-
ing questions about uploaded photos, as it has been shown by Canningham
and Mahui [31]. Additionally, the research of Nov et al. [111] indicated that
self and public motivations for tagging are highly correlated with the quan-
tity of tags generated by a user. These motivations include an organizational
and a communicational aspect, with the first dealing with the facilitation of
photo retrieval and the latter with providing the best detailed description to
other users. Finally, Ames and Naaman [4] observed that users may often
be encouraged to tag by external factors such as point-of-capture annotation
(e.g., on the mobile device) or by tag suggestions. They concluded that it
is more likely that users would annotate their photos when they are given
certain motivations and affordances.

The procedure of tagging photos within Flickr is towards the aforemen-
tioned way. Users are able to tag their photos as part of the uploading
process or when they view them. It is also possible to allow their photos to
be tagged by other users. An important question herein deals with the accu-
racy of user-provided textual metadata on Flickr. To this goal, Winget [157]
made a study towards the “correct” way of organizing information on the
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web, with case studies derived from Flickr. Her main conclusions were that
users intend on providing accurate textual descriptions, however since these
appear rather arbitrary, there is the need of organizing them with structured
vocabularies. Moreover, in their survey, Wang et al. [154] concluded that
the main open challenges in tagging are the involvement of a large number of
humans in the process and the automatic (i.e., computer generated) tagging
in large scale collections.

3 Multimedia Content Retrieval Approaches

It should be obvious by now that Flickr is mainly a digital photo sharing
website. As a natural result it drew the attention and interest of the image
retrieval research community. Challenges derived from Information Retrieval,
in general, and multimedia content retrieval, in particular, found prosperous
field and datasets to exploit in this new medium. Given the experience and
the background of researchers involved, the main approach followed is to use
either textual metadata or visual properties of photos and often combine
them in an effort to improve the accuracy of their respective algorithms. As
depicted in the following, such research efforts vary from textual ones, to
ones based on low-level visual, or even hybrid, characteristics.

3.1 Text Retrieval

We ‘ve discussed that the recent growth of social networking services and
multimedia content sharing and bookmarking sites boosted the popularity
of tagging. Following a formal notation for the latter, one may claim that it
allows users to create and manage labels (i.e., “tags”) that categorize asso-
ciated content using simple keywords; these labels are in principle consisted
of non-hierarchical keywords or terms assigned to a piece of information.
As a result there exist many approaches, typically earlier, that use a text
retrieval-based approach, i.e., the information they use is in the form of text.
The fact that images in Flickr are always accompanied by text, in the form
of both additional descriptive content and metadata, could be used to ac-
curately identify and match textual queries. In addition, as the amount of
user-contributed textual data is growing every day (e.g., by means of com-
ments, reviews, ratings, posts, tagged photos, etc.), and as many of those
contributions also include geographical coordinates, there is a vast amount
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of textual information available for automated mining of geographical and
other types of knowledge.

In a first attempt, Ahern et al. [3] analyzed tags associated with geo-
referenced Flickr images so as to generate knowledge. This knowledge was
a set of the most “representative” tags for a specific geographical area, oc-
curring after a TF-IDF approach. They also presented a visualization tool,
namely the World Explorer, which allowed users explore their results. Among
the findings of their qualitative evaluation approach, we should emphasize
that users often preferred more level of detail than the one offered by the
system, while they generally found data aggregation useful. Their preference
was based upon the task they wished to perform. Lerman et al. [82] aimed
to personalize text-based search results by adding information about users’
relations. They claimed that user preferences may be reflected at their con-
tacts and also that adding such info when searching may filter results in a
way that precision is improved. Moreover, they also presented a probabilistic
model, which takes advantage of tags in order to mine latent topics in results.

Abbasi et al. [1] aimed to identify landmarks using tags and Flickr groups.
They did not exploit geospatial information, as they claimed that the amount
of GPS data were not sufficient at that time. They used SVM classifiers,
which had been trained on thematical Flickr groups, in order to find relevant
landmark-related tags. Their method outperformed state-of-the-art meth-
ods that relied on geotagged data and may be also applied in other type of
concepts. In a similar context, the work of Serdyukov et al. [128] aimed to
place photos on a map, i.e., predict the location they have been taken. To
this goal, they rely solely on user collected Flickr metadata and aimed to
annotate an image according to these metadata. Their goal was to develop
a language model based on the tags users adopt at a specific place, and use
this to provide an automatic alternative to manual geo-tagging. Larson et
al. [77] detected whether tags correspond to physical objects, and also the
scale of these objects, using a natural language approach. They worked on
MIRFLICKR[56] data set, which consists of Flickr photos, manually anno-
tated with a crowd-source approach and without the participation of the
original photographer.

Following Table 1 provides an overview of the main characteristics of the
discussed text-based approaches, focusing on their tasks, features utilized,
existence or absence of geo-information, the size of the utilized datasets, as
well as their origin. We may observe that the dominating textual feature
tackled by all five approaches is “tags”, whereas only 40% of them utilize
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geographical information. The largest dataset is by far the one utilized by
[3], whereas a clear diversion is to be observed with respect to the origin
of each work’s data. Allowing us to go one step further on the analysis of
multimedia content retrieval approaches, in the next subsection 3.2 we shall
present research works that deal with the visual properties of photos towards
efficient content retrieval.
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Table 1: Text retrieval

Work Task(s)
Features

Geo Size of Data Origin of Data
Text Visual

[3]
show high-scoring tags
on a map (visualization)

location, user, tags Yes
collected:6M
used:4.5M

[82]
improve search results
using user metadata

id, tags, groups No 13.5K 3 queries, top 100 results

[1]
identify landmark photos
rank relevant tags

tags, groups No
train: 430K
test: 232K

50 cities (EU, Asia)

[128]
placing flickr uploaded
photos on a map

id, tags Yes
collected: 400K
used: 140K

[77]
determinate real-world
size of tags

tags No
5K images
500 train
4.5K test

MIRFLICKR[56] dataset12



3.2 Visual Retrieval

Traditional visual retrieval and classification problems are all about sufficient
visual content representation, as well as the definition of a meaningful metric
to measure and quantify similarities or dissimilarities between such content.
In this process it is well-acknowledged by researchers that high sensitivity to
low-level visual content representing quite different high-level concepts and
invariability to visual data that are perceptually alike or belong to the same
class lie among the main characteristics of a good representation. Robustness
to challenging features, such as geometry or scale invariability are typically
tackled, as well the presence of noise in the analysis process. Interesting
advances in the field include reducing the set of low-level features consid-
ered and learning of the similarity measure directly from a training set. In
this category of research, typical visual descriptors include SIFT [94], SURF
[13], GIST [114] and Harris [51]. The well-known “Bag-of-Words” (BoW)
approach [30] is also typically adopted.

Wang et al.[152] proposed a training algorithm, based on a fast Stochastic
Intersection Kernel Machine, which as they claimed, was able to get trained
with tens of thousands of examples in a few minutes. They used this al-
gorithm to predict image similarity to a Flickr group. They assumed that
two images are considered similar if they belong to the same group. Their
results indicated that their approach was able to measure image similar-
ity better than using visual features as a means of similarity/dissimilarity.
Yanai et al. ([160], [161]) focused on the analysis of the relationship be-
tween words and locations. They used visual features and tried to associate
them with certain locations, using an entropy-based approach. The appli-
cation of their approach was the selection of representative photographs for
certain geographical regions, which then helped them to detect cultural dif-
ferences among different countries and/or locations, e.g., what is considered
as a “castle” in different cultures/countries. Avrithis et al. [7] proposed
an image clustering scheme that, seen as vector quantization, compressed a
large corpus of images by grouping visually consistent ones, while providing
a guaranteed distortion bound. This way, they were able to represent the
visual content of all thousands of images depicting, e.g., the “Parthenon”, in
just a few dozens of “scene maps” and were still able to retrieve any single,
isolated, non-landmark image, e.g., a graffiti on a wall. They used a geo-
tagged dataset, grouped images geographically and then visually. This way
each visual cluster depicted different views of the same scene. All views were
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then aligned to one reference image and a 2D scene map was constructed by
preserving details from all images while discarding repeating visual features.
Their indexing, retrieval and spatial matching scheme operated directly on
scene maps. Batko et al. [9] presented an experimental CBIR system which
used MPEG-7 visual features and developed a set of indexing and searching
algorithms search into a set of over 50M photos from Flickr. Their main
contribution lied on the technology that underlies the centralized and dis-
tributed structures they developed, at an effort to deal with such a large
data set. Liu et al. [92] incorporated the social aspect of photos, in order to
re-rank search results according to both social and visual relevances, in an
effort to produce results that are closer to the users’ real intentions. They
proposed a novel algorithm, implemented over a hybrid graph, which resulted
by the combination of social and visual links.

Joshi and Luo [66] used pre-trained visual detectors of small neighbor-
hoods, incorporated bags-of-geotags within a probabilistic framework and
observed the statistical coherence of descriptions. Their goal was to detect
certain activities and events in photos. Each category was studied inde-
pendently to others, since their goal was to separate negative and positive
samples. They observed that performance was proportional to the quality
of the visual detectors. Luo et al. [97] fused information extracted from
both a Flickr data set and a set of satellite images, in order to detect events.
The latter were considered as a “third eye” from above. They also made
use of both color- and structure-based visual dictionaries and used machine
learning approaches to create image classifiers. The aforementioned fusion
lead to a significant improvement of results. Philbin and Zisserman [116]
focused on the problem of grouping images based on the object they contain.
When dealing with very large data sets (>1M photos), this problem appears
very challenging, due to significant changes in scale and viewpoint, partial
occlusions, the scale of the data and the extreme variation in imaging con-
ditions. They created a matching graph based on visual features, using an
approximation of the K-means algorithm. They applied their approach so as
to automatically find frequently occurring objects in cities.

Yu and Luo [163] combined visual context with location information in
order to detect region-based concepts in photos. The former type of context
was based on the analysis of the spatial relationships among the depicted
“objects”, while the latter on a non precise estimation of the location where
pictures had been taken. Both the aforementioned types were then fused us-
ing a probabilistic graphical model. Their experimental results indicated that
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the addition of the location information significantly improved the accuracy
of object recognition. Li et al. [88] used SVMs trained on visual features to
classify a 30M data set into 500 categories. Their results indicated that such
an approach may lead to results comparable to those of humans. They also
showed that when a structured SVM is applied in a stream of photos of a
single photographer, i.e., when taking into account the temporal contextual
information which is provided by Flickr, a dramatic improvement into pre-
cision may be achieved. Chatzilari et al. [19] used region level annotations
and visual features in an effort to recognize objects with a semi-supervised
approach. They started from a set of Flickr photos that contained the same
concept, they segmented these photos and from the occurring regions they
clustered their feature vectors. They assumed that ideally the most popu-
lated cluster should be consisted mainly of regions containing the concept
at hand. Their results indicated that the quality of the selected regions was
inferior to the optimal, i.e., manual selection, and leads to some cases where
the gain in effort compensated for performance loss. Wang et al. [156] pro-
posed the use of “multi-query expansion”. More specifically, by extending
Latent Dirichlet Allocation, they used the top photos regarding a query of
a landmark. Then, they generated a compact pattern set from these pho-
tos. They demonstrated an increase in accuracy. Finally, Lu et al. [96]
presented a refinement algorithm for social image parsing, i.e. segmenting
and identifying each object of a given image. They did not use local (per
image segment) annotation, but exploited user-generated tags. They faced
the aforementioned problem as a cross-modal data refinement problem and
provided promising results.

Table 2 provides an overview of the main characteristics of 13 visual-based
approaches, focusing on their core tasks, the nature of features utilized, the
existence or absence of geo-information, the size of the utilized datasets, as
well as their origin. The reader may observe that 76.92% of them (10/13)
utilize both textual and visual information to achieve better results. The
most popular set of visual descriptors is SIFT (61.54%), whereas the majority
of the research works exploit geo-information in the process (8/13). The
largest dataset is the one utilized by [9], followed by the dataset of [88]. The
diversity of originating data is again to be noted, making the provision of a
large, commonly accepted, comparable dataset an interesting future idea. In
the next subsection 3.3 we present the hybrid approach, which incorporates
textual metadata in the visual retrieval task.
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Table 2: Visual retrieval

Work Task(s)
Features

Geo Size of Data Origin of Data
Text Visual

[152]
learn image similarity
from groups

group name
SIFT+BoW,
GIST, RGB,
gradient Fusion

No
approx. 200K(est.)
38K from Corel (test)

103 Flickr
groups

[160],
[161]

relationships analysis
between real world concepts
& geographical locations,
mining cultural differences

tags SIFT+BoW Yes 230*500
500 noun
concepts

[7]
image retrieval
using “scene maps”

SURF Yes approx. 1M
22 European
Cities

[9]
building a CBIR system
for web-based data sets

title, description
ID, location,
tags,comments

Yes 50M

[92]
image search
social visual re-ranking
combined social/visual factor

social:
group similarity

SIFT+BoW No 30K
30 queries, e.g.,
“apple, jaguar,
golf, scenery” etc.

[116]
grouping of photos containing
the same object, using
a matching graph

SIFT, shape,
position

No 5K+37K+approx. 1M
Oxford Buildings
statue of Liberty
Rome

[66] inferring activities and events tags visual detectors Yes
queries of
visual concepts

[163] concept detection color, texture Yes 3K
from bounding boxes
“Northeast US”,
“Florida-Caribbean”

[97]
ground & satellite photos
event recognition

tags
color
SIFT+BoW

Yes 853+981+720
satellite images
12 queries, Kodak set

[88] landmark classification tags SIFT Yes 30M

[19]
extraction of semantically
coherent groups of regions,
depicting the same objects

groups SIFT+BoW No
500*15 Flickr
20K non-Flickr

15 concepts of
a publicly
available data set

[156] landmark retrieval tags SIFT Yes landmarks from 11 cities

[96] region-level object recognition tags color, texture No 632 VOC2007
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3.3 Hybrid Retrieval

In the recent years several research groups attempted to incorporate textual
metadata in the visual retrieval task. This approach is based on the fact
that an enhanced description of the visual content itself may be provided
within its accompanying information. As a result such research efforts try to
combine visual content descriptions with textual metadata. Crandall et al
[29] used visual, temporal and geospatial information to automatically iden-
tify places and/or events at the city and landmark level. They also added
temporal metadata information to improve classification performance. They
worked with a data set of about 35M photos and extracted spatial relations
among photos taken at popular places and concluded that the inclusion of
visual and temporal features significantly improves prediction of locations
of photos. Gammeter et al. [42] overlaid a geospatial grid over earth and
matched pairwise retrieved photos of each tile using visual features. Then
they clustered photos into groups of images depicting the same scene. The
metadata were used to label these clusters automatically, using a TF-IDF
scheme. The proposed method allows for automatic labeling of certain types
of objects, e.g., landmark buildings, scenes, pieces of art etc. using holiday
snap photos. Its scalability is demonstrated on experiments on millions of
images. Moxley et al. [106] classified geo-referenced tags as places, by ex-
tending [124]. They also classified landmarks by clustering image datasets
considering mutual information and prior knowledge from Wikipedia and vi-
sual terms using the mutual information between visual descriptors and tags.
They organized their data set using a quadtree structure. Ulges et al. [143]
adopted a context-based approach, which assumed that users place semanti-
cally similar photos in the same Flickr group. For example a user is likely to
create a group and therein upload his/her photos of the same vacation trip.
These “batches” were then matched with learned categories and annotated.
This way they were able to learn context categories and significantly im-
proved the accuracy when compared to the annotations of individual images.
Liu et al. [91] were the first to consider user uploading patterns, geotagging
behaviors, and the relationship between the temporal and the spatial gap of
two photos from the same user, in order to predict geotags for given photos.
They showed that the temporal gaps between the image to be geotagged and
historical images are very important for geotagging.

Li et al [84] observed that tagging by amateur photographers is in general
uncontrolled, ambiguous, and personalized, thus recognized the problems of
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unreliable interpretation and linking to visual features of such tags. They
also assumed that when different users use the same tags to visually simi-
lar images, these tags should semantically reflect the visual content. They
proposed a scalable algorithm that learned tag relevance by voting from vi-
sually similar neighbors. They did not use geospatial data, nor limited their
approach on landmarks/places of interest and aimed to retrieve semantically
similar images. Using tag relevance they were able to significantly improve
retrieval performance. Barrios et al. [11] presented an image retrieval system
that combined textual and visual content. They downloaded and stored lo-
cally images from Flickr and used simple color and texture visual descriptors,
along with the title, description and tags, for each image. With the same mo-
tivation of [29], Quack et al. [123] mined images of landmarks. To this goal,
they divided the area of interest into non-overlapping, square tiles, then ex-
tracted and used visual, textual and geospatial features. They handled tags
by a modified TF-IDF ranking and linked the extracted objects and events to
Wikipedia6. Their fully unsupervised approach concluded with a verification
step, where the Wikipedia article content (both textual and visual) was used
for verification. Their approach was applied on urban area photos.

Simon et al. [130] created visual summaries of large image data set based
mainly on visual features, but also exploiting tags. They worked on the dis-
tribution of images in a collection and aimed to select a set of canonical views
to form the scene summary. To this goal they applied clustering techniques
on visual features. They showed that although tags are noisy, their role in
the construction of summaries is essential. Kennedy and Naaman [74] used
visual features and tags, in order to extract the most representative tags and
views for landmarks. Their approach was unsupervised and scalable. For its
evaluation, they worked on a corpus of 110K Flickr photos from San Fransisco
and showed that meaningful and representative tags for locations/landmarks
can be mined from frequent tags. Moëllic et al [104] aimed to extract mean-
ingful and representative clusters from large-scale image collections. They
proposed a method based on a shared nearest neighbors approach that treats
both visual features and tags. They showed that their method was able to
provide useful representations of an image set, in terms of representative clus-
ters. Fan et al. [36] proposed a system, namely JustClick, which exploited
both visual and textual information and after a search and retrieval process,
it recommended photos using an interactive interface. To this goal, they ap-

6http://www.wikipedia.org
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plied kernel principal component analysis. Hyperbolic visualization was used
to organize and layout the recommendations and users were able to assess
the relevance to their initial query intentions. Seah et al. [127] created visual
summaries on the results of visual queries on a data set of Flickr images that
in contrast to previous works, e.g., the one of [104], attempted to generate
concept-preserving summaries. Their method exploited both visual features
and tags. The generated summaries aim to maximize the coverage of search
results, which were organized into visually and semantically coherent clus-
ters. Qian et al. [122] presented a user-oriented approach for ranking the
results of tag-based search, using color and semantic features. They used
inter- and intra-user ranking and showed that this way, ranking improved
significantly. Finally, Xu et al. [168] presented an approach for discovering
latent subspaces shared by multiple features, using a Gaussian process. They
integrated the large-margin principle in the Gaussian process and ended up
with an effective method for high-dimensional spaces.

Table 3 provides an overview of the main tasks of the aforementioned
15 hybrid retrieval approaches. Their core tasks vary from photo organiza-
tion/clustering to photos search and retrieval and automatic learning of tag
semantics. 11/15 research works value textual “tags” as one of their main
sources of information, whereas six of those eleven approaches (i.e., 40.00%
of all approaches) combines them with popular SIFT features. Interestingly
enough, 10/15 works (66.67%) do not utilize geo-information in the process
and base their findings solely on the hybrid analysis. In terms of utilized
datasets, the largest dataset is clearly the one discussed in [36], comprising
of 1.5 Billion images, followed by a couple works utilizing datasets in the
scale of millions, namely: [29], [42], [84], [106], and [122].
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Table 3: Hybrid retrieval

Work Task(s)
Features

Geo Size of Data Origin of Data
Text Visual

[29]
organizing a large
collection of photos

tags, temporal SIFT+BoW Yes approx. 33M

[123]
mining images of
touristic sites

tags, title,
description, ID,
time

SURF+BoW Yes 220K 9 European cities

[42]

automatic tagging
of photos referring
to landmarks
drawing bounding
box

(unknown) SURF Yes 4M
Eastern USA
Europe
Japan

[104] clustering photos tags Harris+SIFT+BoW No 24K+3.6K+8K
Eiffel tower
Federer
Presidential

[84]
learn tag relevance,
without any model
training

tags
color correlogram,
texture and
RGB moments

No approx. 1M

[106]
automatic learning
of tag semantics

tags GIST, SIFT+BoW Yes approx. 1.7M [53]

[143]
photo annotation
exploiting
group structure

tags, groups SURF+BoW No
8K+83K+test cases
from Corel data set

from a collection
of groups

Continued on next page
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Table 3 – Continued from previous page

Work Task(s)
Features

Geo Size of Data Origin of Data
Text Visual

[36]
personalized image
recommendation via
exploratory search

color histogram,
Gabor filters, SIFT

No 1.5B 4K image topics

[130]

scene
summarization
canonical
view selection

tags SIFT No 500K Rome

[74]

generate
representative
tags extract
landmark tags

tags, users
color moments,
Gabor filters, SIFT

Yes 110K San Fransisco

[91] photo search group similarity SIFT+BoW No 30K 30 queries

[11]
photo search and
retrieval

title, description,
tags

color histogram
Gabor filters, edges

No 115K SAPIR7

[127]
generation of
summaries of
search results

No 270K 30 queries

[122]
ranking of
tag-based
search results

tags
color moments,
wavelet features

No 5.3M 20 tags

Continued on next page

7http://sysrun.haifa.il.ibm.com/sapir/index.html
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Table 3 – Continued from previous page

Work Task(s)
Features

Geo Size of Data Origin of Data
Text Visual

[168]
discover latent
subspaces

tags SIFT No 25K images MIRFLICKR[56] dataset
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4 Interpretation of Multimedia Content

Managing multimedia content presents clearly new challenges for the research
community that should be addressed in an meaningful way. The main reason
for this observation is the fact that humans tend to perceive and characterize
multimedia content using solely high-level concepts, such as tags, geo-tags
and abstract knowledge-related concepts. The latter are in principle not di-
rectly related to the textual or visual attributes or metadata that compose
the content itself. Thus, this section investigates the research problem of
automatic tag/geo-tag generation, which actually involves a twofold investi-
gation approach: on the one hand there are research works that deal with tag
generation, in general, and how to automate the process of producing textual
tag recommendations to end-users, in particular, whereas on the other hand
there are research efforts that focus only on the so-called content localization
by exploiting the prediction of geo-tags. In addition, in an attempt to further
improve above described interpretation process, many research efforts take
also advantage of automatic knowledge representation and organization tech-
niques, using any available form of intelligence that may be acquired from
Flickr textual metadata.

4.1 Automatic Tag/Geo-tag Generation

The emergence of Web 2.0 and the consequent success of social network web-
sites such as Flickr introduced us to new concepts and procedures that may be
summoned under the general term “social bookmarking”. The latter can be
seen as the action of connecting a relevant user-defined keyword to an image,
which aids users to better organize and share their digital content collections.
A very interesting research problem emerged, i.e., how to automate the pro-
cess of making tag recommendations to users when a new resource becomes
available. Since the amount of tagged data potentially available is virtually
unlimited, interest has emerged in investigating the use of data mining and
machine learning methods for automated tag recommendation. In addition,
in a slightly different approach, special attention has been given to methods
exploiting the prediction of geo-tags, i.e., a special tag category depicting the
geographic coordinates where a photo has been taken, a process often called
“localization”.
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4.1.1 Tag recommendation

Kennedy et al. [73] selected representative tags from urban areas using a
multimodal approach. Their method is two-fold: they first collect tags from
a geographical region and then extract place and event semantics based on
metadata patterns. Their results indicate that the use of visual features
can drastically improve precision. Anderson et al. [5] presented a system,
namely TagEz, which combined both textual and visual features, so as to
recommend tags. Their results indicated that the use of textual metadata
outperformed both visual and combined feautures. Chen et al. [21] proposed
SheepDog, a system that automatically recommends tags for photos and also
for adding photos into appropriate popular groups. For the latter case, they
used SVM predictors in order to identify concepts and used these results to
search for groups. Then, they used these groups to harvest more tags and
attach them to their photos. Their experiments indicate that the group-level
method performed better. Garg and Weber [43], [44] presented a system that
dynamically suggested related tags when users tagged their photos. To this
goal, it considered similar groups to users’ preferences. What differentiates
their work upon others is that they did not have available any full text. In-
stead, every photo was tagged by a single person and suggestions changed
dynamically. Moxley et al [105] presented SpiritTagger tool in order to rec-
ommend tags for Flickr photos of urban regions; the tool is unaware of the
user’s tags and lies on visual properties and geographic distance, in order to
select similar photos. The inclusion of the latter plays a crucial role in the
improvement of the results.

Sigurbjörnsson and Van Zwol [129] extracted tag co-occurrence statistics
and tag aggregation algorithms, in order to recommend tags by investigat-
ing and evaluating four different strategies. Furthermore, they introduced a
“promotion” function, whose role was to promote the most descriptive tags.
Amongst others, they found that tag frequency distribution follows a power
law, while in its mid section contains the best candidates for recommendation.
Kleban et al. [76] presented a world scale system for tag recommendation,
based on geotags and visual features. This system mines geographically rel-
evant terms and ranks them based on a posterior probability. The authors
note that visual features drastically improve performance in densely sampled
regions. Popescu and Moëllic [120] presented Monuanno, a system that uses
visual features to automatically annotate georeferenced landmark images.
It first considers neighboring landmarks as potential annotations and after
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a verification step, it filters outliers. Hsieh and Hsu [55] exploited visual
similarity and after a tag expansion process, aim to automatically annotate
photos. In order to tackle the problem that tags are in general noisy, they try
to fill the gaps by tag expansion based on tagged, visually similar photos and
semantic tag consistence. Chaundry et al. [20] presented an approach for
tag assignment to geographic areas, using a TF-IDF scheme and logistic re-
gression, for various levels of detail. The performance improvement between
the coarsest and the finest level was approx. 25%. In another work of ours
[137], we presented an approach whose goal was to extract meaningful con-
tent trends and events by exploiting the temporal properties of tags, using
a two-level quantization scheme, which was later extended [138] to placing
the most important ones on a map, defining a level of importance. With a
similar motivation, Zhou et al. [175] focus on identifying travel destinations
and distinguishing between places and events. Their approach works on a
very large set of Flickr data and uses an RHadoop 8 cloud infrastructure,
in order to effectively explore and analyze large data sets. Chen and Shin
[24] used both textual and social features of tags and a machine learning
approach, in order to extract representative tags that can be related to the
users’ favorite topics. These social features are introduced in this work and
they play a crucial role in extracting tags relevant to the users’ interests,
while textual features assist finding “correct” tags. Finally, Liu et al. [93]
proposed a tag reccomendation system whose goal was to recommend tags
for newly uploaded photos, based on the history information in the social
communities of users. Their threefold approach comprised of: a) the usage
of users’ own vocabularies; b) different recommendation methods to different
users; and c) the fact that different users are recommended with different
number of tags.

Following Table 4 provides an overview of the main tag generation re-
search works gathered in this survey, focusing on the methodology followed,
the nature of features and dataset utilized. More specifically, the reader may
observe that although the main task of all 14 approaches is similar in nature,
they significantly differ in the method each one of them follows to achieve
its goals and/or the actual set of features utilized. Most approaches stick
to well-known machine learning algorithms and methodologies, like TF-IFD,
clustering or Naive Bayes (8/14, 57.14%) and only few of them follow the
statistical analysis path. The majority of works uses at least some kind of

8https://github.com/RevolutionAnalytics/RHadoop/wiki
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textual features (10/14), either combined with visual ones (3/10), or with
social ones (3/10). The largest dataset utilized is the one of [175], followed
by [129], [43] and [44]. In the following subsection 4.1.2 we shall discuss
works focused on content localization by exploiting geo-tagging information.
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Table 4: Tag generation

Work Task(s) Method Features Dataset

[73] representative tags’ extraction clustering textual, visual ∼110K, San Francisco, USA

[5] tag recommendation fusion of learned models textual, visual ∼1K

[21]
representative tags for
users’ favorite topics

machine learning textual, social ∼3.1K

[43], [44] dynamic tag recommendation Naive Bayes, TF-IDF, fusion textual ∼24M

[105] tag recommendation photo similarity visual ∼116K, California, USA

[129] tag recommendation statistical textual ∼52M

[76] tag recommendation mining geographical relevant terms visual, geotags ∼1.2M

[120]
annotation of geotagged
photos

clustering visual, geotags ∼30K

[55] automatic photo annotation visual similarity, tag expansion textual, visual ∼3.3K

[20]
tag assignment to
geographic areas

TF-IDF textual, social ∼135K, Edinburgh, UK

[137], [138]
tag recommendation focusing
on trends, events

TF-IDF tags, temporal ∼18K, Athens, GR

[175]
popular tag extraction focusing
on places, events

similarity graph tags, temporal ∼100M,

[24]
tag recommendation,
adding photos to
popular groups

Naive Bayes, SVM textual, social photos from 177 users

[93]
tag recommendation for
newly added photos

nearest neighbors history information ∼1.9M
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4.1.2 Content localization

On the other hand, the task of content localization has gained huge research
interest, mainly due to the vast available Flickr database of geo-tagged pho-
tos. Hays and Efros [53] presented IM2GPS, a system for image localiza-
tion using visual features. They estimated a probability distribution over
the Earth and used it to predict the location of a photo. Although at a
first glance their results appear rather poor, we should note that this was
the first work to consider such a large data set. The authors also showed
that the estimation of geolocation is able to assist other image understand-
ing tasks. Gallagher et al. [41] used a large geotagged corpus from Flickr,
extracted several visual features and used the aforementioned location prob-
ability maps. They integrated all features and tried to localize photos. They
showed that the combination of visual and textual tags may lead to signif-
icant improvement on accuracy. Kalogerakis et al. [70] extended the work
of [53], by adding temporal information, in an effort to extract information
about image sequences and locate images that do not contain any recogniz-
able landmarks. Van Laere et al. [149] divided areas into disjoint regions and
then used statistics and a Naive Bayes classifier. Their goal was to predict
the area in which previously unseen photos have been taken. They succeeded
at the city level and in some cases at the area level. They also found out
that given a vocabulary of tags and a photo, the number of tags in the latter
that appear in the former, may be considered as a useful indicator for the
correctness of the prediction.

In another work of the same authors [148], they trained naive Bayes
classifiers at different spatial resolutions. They used only textual features
and worked at various spatial resolutions, for a set of 55 European cities.
Their technique was able to correctly predict a location within a radius of
1.5km with an accuracy of 80%. They also proposed a similar two-step tag-
based approach in [150] that uses language models and similarity search,
in order to estimate geo-tags based on a training set. De Rouck et al [32]
used language probabilistic models that have been trained on Flickr photos,
in order to geo-tag Wikipedia pages. Their approach outperformed Yahoo!
Placemaker9 and their results indicated that the increasing growth of tagged
content in Flickr would continuously improve their accuracy. Friedland et
al. [39] presented Video2GPS. They worked on Flickr videos and used both
textual and visual metadata. Their results may seem poor, however they

9http://www.programmableweb.com/api/yahoo-placemaker
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were superior to all other contributions of MediaEval 201010. In another work
[40], they combined textual and visual features and worked on the MediaEval
2010 data set. They concluded that solely visual information proved to be
inadequate for accurate geo-localization, but when combined with textual, it
may assist the improvement of the accuracy. Kalantidis et al. [69] presented
VIRaL11, a system aimed to localize photos uploaded by users, based on the
visual similarity to already geo-tagged Flickr images. They used a database
of more than 2M photos taken from 40 cities. For each query photo and upon
a strict visual matching process, a set of geotagged photos was selected. A
clustering algorithm predicted then the location of the query photo. They
achieved accuracy of about 50m for approx. 88% of the entire data set.

In another effort focused on video sequences, Kelm et al. [72] adopted a
hierarchical approach and tried to automatically predict geo-tags for Flickr
videos. Their technique lies on nearest neighbor classification, fusing both
textual and visual features and also used external resources, such as Geon-
ames12 and Wikipedia. They correctly localized within a radius of 8km for
half of their data set. In [136] we suggested a probabilistic framework which
aimed to automatically place Flickr data on a map. The results were manu-
ally evaluated by users and indicated that descriptive tags may be produced
in the majority of cases. Hauff and Houben [52] added information consider-
ing user activities in Twitter13. However, even if their results were promising,
the median location error was still far from usable. Li et al [86] removed
“noisy” photos, i.e., photos that cannot contribute sufficiently to location es-
timation. They extracted both local and global features and instead of using
the whole dataset, they performed clustering and used the resulting centroids,
instead. They also proposed an inverted file structure, which improved their
results. O’ Hare and Murdock [113] presented a statistical language modeling
approach, in order to identify locations in arbitrary text. They investigated
several ways to estimate models, based on terms and user frequencies. To
this goal, they used a set of public, geo-tagged photos in Flickr as ground
truth. They were able to predict location within 1 sq. km cell with 17%
accuracy, and within 3km radius around such a cell with 40% accuracy. Pan-
teras et al. [115] combine Twitter and Flickr content, in an effort to identify
areas that suffered from natural disasters. Twitter content is used so that

10http://www.multimediaeval.org/mediaeval2010/
11http://viral.image.ntua.gr
12http://www.geonames.org/
13http://www.twitter.com
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approximate orientations are derived. Then, using this information, impact
area is identified using Flickr content. The advantage of this work is that
it leaves out computationally costly visual analysis tasks. The effectiveness
of their method was demonstrated using a real-life wildfire incident. Hare
et al. [49] estimated a continuous Probability Density Function (PDF) over
the Earth and combined textual with a number of weighted visual features.
Their approach on tags differed from the others, since they did not filter any
of the tags, but they rather used them for evidence, i.e., certain words may
be associated with certain countries. Cao et al. [17] worked on the problem
of localizing web videos. They followed a near-duplication retrieval strategy
between video frames and geo-tagged images. To increase accuracy and re-
move “noisy” images, they evaluated the consistency of visual features and
metadata. However, their approach targeted to identify a landmark, rather
than the actual leocation of an image.

Following Table 5 provides an overview of the main content localization
techniques, focusing on their main tasks, the kind of features utilized in
the process, as well as their achieved accuracy. We may observe that this
Table offers the most coherent and focused research task, i.e., that of image
localization. In other words most research works in the field have a clear
mandate on what to research and their basic difference is how to achieve
optimal results. In the process of doing so, half (9/18) of the approaches
base their research on visual features, 15/18 on textual, whereas 6/18 utilize
both types of features towards a better outcome. One of the most interesting
data columns of this Table is, of course, the one depicting the “Accuracy” of
each work, since a high value would constitute a good evaluation for a specific
work. As a result we observe that the best accuracy is achieved by [149] and
[148], utilizing only textual features in the process, followed by the work of
[69], which provides slightly worse accuracy rate, when the absolute number
is considered (i.e., 98.3% vs. 97%), but with a quite smaller range of 150m.
compared to 1.5km, which constitutes it an overall qualitative approach.
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Table 5: Content Localization

Work Task(s) Features Accuracy

[53] image localization visual ∼50%, 25km

[41] image localization visual/textual ∼20%, 50km

[70] image localization visual/textual/temporal ∼58%, 400km

[149] image localization textual ∼98.3%, 1.5km

[148] image localization textual ∼98.3%, 1.5km

[150] geo-tag prediction textual 8.82km (median)

[32] geo-tagging of Wikipedia pages textual ∼15%, 1.0km

[39] video localization visual/textual ∼40%, 1.0km

[40] video localization visual/textual ∼45%, 1.0km

[69] image localization visual ∼97%, 150m

[72] image localization
visual/textual,
Wikipedia and Geonames

∼35%, 1.0km

[136] automated tag localization textual ∼75%, 1.4km

[52] image localization textual/Twitter ∼84%, 1.0km

[86] image localization visual

[113] identification of locations in text textual ∼48%, 100km

[115]
identification of areas
suffering from natural disasters

textual/Twitter

[49] image localization
textual/visual
user modelling

∼40%, 10km

[17] image localization textual/visual
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4.2 Metadata Knowledge Extraction

In an effort to utilize collective intelligence in the process, many research ef-
forts have leaned towards automatic knowledge representation and organiza-
tion, using intelligence that has been gathered from Flickr textual metadata.
As a result, researchers often make use of groups, that may be regarded as a
simplistic form of a semantic hierarchy. Schmitz [126] applied a subsumption-
based model and used a vocabulary that had been created from Flickr tags
and from 9M images, in order to create an ontology. The goal was to provide
a faceted ontology as a supplement to a tagging system. However it produced
subtrees that reflected distinct facets, but was not able to categorize concepts
into facets. Firan et al. [37] used an ontology, Naive Bayes and SVM classi-
fiers, in order to detect events. Using those events, they ended up classifying
Flickr photos. Their work indicated that some classes are relatively easy to
learn. On the contrary some others may require some kind of special at-
tention or even some level of disambiguation. Lu and Li [95] constructed
semantic topic-hierarchies and then mapped Flickr groups onto them, so as
to construct group-hierarchies. Their initial experiments indicated that these
hierarchies may facilitate the browsing experience of users.

Negoescu et al. [107] grouped Flickr groups using a cluster approach, in
order to create “hypergroups”. They showed that homogeneous hypergroups
may be created, however, of rather small sizes. Upon manual inspection,
they concluded that these hypergroups are indeed meaningful sharing con-
tent and/or members. This way, they allowed smaller groups to be easily dis-
covered by potential users. Prangprasopchok and Lerman [117] constructed
quite detailed folksonomies by aggregating relations from different users, fol-
lowing a generic approach which can be applied to several other systems.
They also proposed a method for the automatic evaluation of such a learned
folksonomy, upon comparison to a reference taxonomy. Empirically, they
concluded that user-specified relations provide a good source of evidence for
the construction of folksonomies. Derrac et al. [33] proposed a method to
enrich place types taxonomies with a ternary betweenness relation derived
from Flickr. To this goal, they constructed a semantic space of place type
and assusmed that natural properties of place types should correspond to
convex regions in this space. Their results indicated that their approach
outperformed similarity-based methods such as k-NN on place type classif-
fication tasks and in some cases, humans. Lee et al. [78] first found points
of interest and then by using a clustering approach and by applying associa-
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tion rules mining, they tried to detect associative point of interest patterns.
They empirically concluded that their approach is able to find interesting
patterns. Cai et al. [15] proposed a trajectory pattern mining algorithm and
applied it to a Flickr dataset of Australia. Their experiments showed many
previously unknown patterns discovered. They also discovered expected land-
marks (e.g., cities and attractions) and mined information about sequential
movements among them, one of which is that tourists do not necessarily use
shortest paths. Finally, Xie et al. [165] proposed an algorithm of an Aug-
mented Folksonomy Graph (AFG), which was used in order to incorporate
multi-faceted relations in social media. They also used a novel density-based
clustering method so as to discover latent user community from AFG by com-
bining contents and tags of multimedia resources. They showed that their
approach outperformed baseline ones with respect to search applications.

Following Table 6 provides a detailed overview of the discussed knowledge
extraction research efforts. It categorizes them according to the knowledge
type incorporated, illustrates their advantages and disadvantages and reasons
on their suitability within the broader research field. More specifically, Table
6 includes the most important types of knowledge representation (ontology,
taxonomy, folksonomy, hierarchies and clusters), thus making it clear that it
is the research that defines the representation of knowledge inherent within
the Flickr data and not vice versa. Still, it is also depicted that many of
these representations suffer in terms of objective evaluation methodologies,
especially folksonomy and/or travel patterns related. In addition Table 6
provides also a novel last column, where we try to identify the suitability of
each research work for future reference.
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Table 6: Knowledge extraction

Work Knowledge type Pros Cons Suitable for...

[126] ontology provided a faceted ontology not able to categorize concepts into facets supplementary to tagging

[37] ontology event detection not all classes were easy to learn photo classification

[95] topic hierarchies
constructed Flickr
group hierarchies

facilitation of
browsing experience

[107]
group clusters
(“hypergroups”)

provides meaningful groups subjective evaluation
easier discovery of
small groups

[117] folksonomy
introduces user-specified
relations

subjective evaluation
induction of detailed
folksonomies

[33] taxonomy
works better than
similarity-based methods

relies on assumptions taxonomy augmentation

[78] travel patterns rule generation limited evaluation understanding user behavior

[15] travel patterns discovering unknown patterns limited evaluation understanding user behavior

[165] folksonomy graph
combines tags and
visual features

relies on empirical parameters discovering user communities
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5 Humanistic Applications

Current era is with no doubt the one characterized by unsolicited digital
multimedia content production, curation and interpretation. To study the
effects and consequences of this trend on our human nature and culture,
and how we are shaping these technologies according to our cultural needs,
digital technology shifted towards the field of humanistic applications. The
latter include travel applications that in principle utilize multimedia content
to extract preferences of touristic nature with respect to Points of Interest
(POIs), landmarks and travelers’ routings. In this framework one should
also examine the social aspect of Flickr-based research approaches, focusing
on works that deal with the relationships among Flickr users, related user
activities and their behavior. Both research directions are discussed in the
following subsections.

5.1 Travel and Tourism Applications

Undoubtedly a large percentage of multimedia content circulated within so-
cial networks is of touristic travel nature, e.g., photos or videos of landmarks,
places of interest, events, etc.. As a result sets of geotagged photos on Flickr
may explicitly indicate the “trajectories” or so-called “routes” of tourists.
The latter can be employed to reveal the tourists’ preference on landmarks
and routings of tourism. As expected many research efforts focus on the
exploitation of such content for applications that target potential travelers
and/or tourists. The latter form typically applications you can download
on your mobile device to enjoy during your trip. Most such travel apps fo-
cus on things like cutting down journey times, pointing you in the direction
of authentic local events or simply showing you how to ask after a famous
landmark.

In principle we may identify three basic subcategories when dealing with
research works examining those applications, namely works that focus on
the visual reconstruction of a scene in either two or three dimensions, works
that their goal is to recommend meaningful places of interest to users and
works that tend to organize the users’ schedule by suggesting possible routes
or trips to them. An overview of the herein discussed travel applications is
provided in the following Table 7, which categorizes them according to their
type and illustrates each one’s main advantages and drawbacks.
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5.1.1 Visual reconstruction

Snavely et al. [132] presented a system based on structure-for-motion (SfM),
which aims to allow for interactively browsing and exploring large, unstruc-
tured photo collection. Therein, 3D models, photo tours and annotations are
created within a system called Photo Tourism. The main limitation of this
work, as stated by its authors, is that it lied on manually set ground con-
trol points. In another work, Snavely et al. [133] extracted viewpoints from
photos and created paths that were then used for image-based rendering.
Continuously, they automatically created orbits (i.e., lines defined by the
set of viewpoints from where photos had been taken), panoramas, canonical
views and optimal paths between views. Their application allowed interac-
tion with users for 3D browsing. The most important limitations of this work
was the use of a simplistic geometric model for orbits (i.e., a circle). Li et al.
[85] presented another approach for modelling landmarks, which was based
on iconic scene graphs. They combined 2D appearance with 3D geometric
constraints. Then, using iconic scene graphs they created summaries and 3D
reconstructions and also recognized landmark in given photos. However, the
authors observed that since people tend to take photos of landmarks from
a relatively small number of viewpoints, either characteristic or accessible,
many areas left practically uncovered. Kaminsky et al. [71] also followed
a SfM approach and created visual reconstructions, which with the aid of
geotags, were aligned to aerial photos. They observed that significant im-
provement took place when exploiting geotag and GPS information. However
their algorithm quite often failed, in cases where their 2D free-space model
was violated.

Agarwal et al. [2] used a large dataset of Flickr photos that had been taken
in Rome, Italy and also in other cities and tried to create a 3D reconstructed
model in 24 hours using a cloud-based computer architecture of about 500
cores. Their experiment demonstrated that at the time of this work, it was
already feasible to reconstruct the core of a city using a dataset of about
150K photos in less than a day. Tuite et al. [142] presented PhotoCity, an
online game that aimed to train its players so that they become “experts”
in taking photos at targeted locations and in great density, with a goal to
create 3D building models. They evaluated their approach by reconstructing
large portions of two university campuses. The main difference compared
to other works was that in this manner they intended to include certain
areas that otherwise did not have much photographic coverage on sites such
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as Flickr. Their experimental results and the comparisons confirmed the
aforementioned goal.

5.1.2 Recommendation systems

The second category of tourist applications focuses on the recommendation
of places of interest. Typical applications in this area focus on automatically
discovering main attractions, letting users decide which to visit. Still they
can be further divided into two subgroups, namely the ones that focus on
the detection of events or even trends and the ones that try to identify a set
of representative images and/or tags and provide interesting search results
to users. In this manner, within the first subgroup, Chen and Roy [22]
detected events by exploiting tags, date information and geo-tags and used
wavelets in order to handle noisy data efficiently. They considered that a
typical event consists of tags with similar temporal and location distributions
and also visually similar photos. Their approach performed well in periodic
events, while being less accurate in non-periodic ones. Van Canneyt et al.
[145] proposed a recommendation system for trends in tourist attractions
in cities. They dealt with recommendations both as a ranking and as an
assignment problem and adopted a probabilistic approach. In the first case
they ranked places of interest according to their popularity, by also taking
into account temporal information about the user, while in the second, the
user selected a few places of interest and timeslots he/she was available and
their system proposed the best coverage of these. They concluded that the
use of Wikipedia plays a key role in providing the semantics of several places.

Kisilevich et al. [75] used geotagged photos and data clustering tech-
niques in order to determine urban areas of interest, analyzed spatial and
temporal distributions so as to identify events and rank places of interest
based on their popularity. Their case study took part in five regions of
Switzerland. Without any prior knowledge, they were able to detect and
annotate several events. Nitta et al. [110] proposed an approach to detect
events using tags, geotags and temporal metadata of Flickr photos, by first
defining event classes, i.e., semantically related groups of events. They were
able to detect events in cases where a small number of photos was available.
Jing et al. [64] proposed a photo recommendation scheme, by examining
sentiment from the general public towards items. In order to infer photo
importance, they use temporal dynamics and local community user ratings.
They build on the Probabilistic Matrix Factorization (PMF) framework for
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photo recommendation and their results indicate significant improvement of
the recommendation prediction.

The second subgroup illustrates the research work of Cao et al. [16],
where they proposed a tourism recommendation system by using mean shift
clustering and by building a set of representative images and tags for each
cluster which they then use to match users’ input. Users upload photos as
queries and the system responds with suggestions. Sang et al. [125] proposed
a framework for personalized image search. Therein, results are ranked based
on the tags that the user has already used. Their retrieval results indicate
significant improvement in search performance. Hollenstein and Purves [54]
used a set of 8M Flickr images and a vernacular geography approach, in
order to study how accurate user-generated tags are, how may urban areas
be described using tags and how may tag images allow the understanding of
the location and extent of vernacular regions. Their research indicated that
only 0.52% of tags describe indeed city core areas generically. Moreover, the
70% of geotagged images included tags that correspond to places. Similarly,
Bartie and Mackaness [12] tried to measure and visualise the visual exposure
of city sites, aiming to provide an aid to tasks such as automated way finding,
or augmented reality city guides. Their novel algorithm aimed to calculate
the visual exposure and the perceived size of buildings, which as they claimed
and experimentally verified, was showing the locations from where photos
were taken, Finally, Yao et al. [162] presented a graph-based framework
which aims in a unified manner to be used for friends reccomendation, image
tagging and personalized image search. They used Flickr as a testbed, while
claim that their approach may be easily adapted to other social networks.

5.1.3 Trip/Route suggestion systems

Another category of tourist applications extends the former, in the sense
that it not only recommends main attractions, but also tries to organize the
users’ schedule and help them visit as many as they wish in a time efficient
way. Popescu and Grefenstette [118] exploited temporal Flickr metadata in
an effort to estimate expected visiting times for tourist attractions. This way
they tried to deduce what a tourist is able to visit in a city within a day.
They evaluate their method using manual estimations for a set of popular
attractions for 4 cities. Jain et al. [61] extracted photos around the location of
a trip and created a graph. They found tours that start from this location and
propose a tour that visits popular places using certain distance constraints.
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Their system, Antourage, tries to cover all popular landmarks, however it
does not consider factors such as time spent at locations and reachability via
the existing road network. This work was later extended by Popescu et al.
[119] where the authors mined spatial and temporal tourist information from
Flickr and tried to discover information about trips in popular cities, e.g.,
what attractions people visit, how long do they stay at each and what are the
best panoramic spots. Their method is also able to “generate” new trips by
combining the existent. They found that manual estimations by experts are
typically larger than the actual (extracted) times and that visitors often do
not enter sites, but are limited to solely sightseeing. Hao et al. [50] presented
Travelscope, a system that creates virtual tours by mining Flickr data. Its
goal was to recommend popular places, given a specific region, annotate
some aspects (e.g., as landmarks or activities) and summarize landmarks by
providing representative images.

Sun et al. [140] clustered images spatially, identified landmarks within
them and ranked them based on their popularity. They aimed to recommend
to the user minimum distances with maximum tourism popularity. They
empirically evaluated the potential of their approach. Majid et al. [99]
presented an approach for personalization and recommendation of tourist
locations. They obtained users’ preferences from their travel history in a city
and used this information to recommend locations in an another, unknown
city. They observed that its easier to predict preferences with short and
targeted visits, when using methods that are based on popularity. Jiang et
al. [63] proposed an Author Topic Collaborative Filtering (ATCF) method
to facilitate Points of Interest (POIs) recommendation for social media users.
Therein, user preference topics (e.g., cultural, cityscape, or landmark) were
extracted based on the textual features. They showed that similar users
could still be identified accurately according to the similarity of users topic
preferences. Moreover, the corresponding category and user topic preference
could be elicited simultaneously.

Lim [89] proposed a system, namely TourRecInt, whose goal was to rece-
ommend tours based on user interest. This system combined knowledge from
Flickr geo-tagged photos and the Wikipedia, and exploited the users’ visit
history. His approach used constraints for a “distance budget” and a “must-
visit” set of places-of-interest (PoIs). At another work of the same author
[90], another algorithm, namely “PersTour”, who poses the constraints of
starting and ending at pre-defined points and having time limitations. One
novelty of this work is the “time-based” user interest, i.e., a level of interest
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based on the time users spent in PoIs. Li et al. [87] proposed three rule-based
methods to recommend travel routes for tourists, taking into account their
location, while satisfying their personalized demands. They collected meta-
data from Flickr and events from the chinese application DoubanEvent14.

Elaborating on Table 7 data, that are grouped according to the nature
of the discussed research works, one may distinguish the main advantage of
works belonging to the visual reconstruction group as the interaction they
offer to the end-user. Recommendation systems provide increased efficiency
when dealing with detection of periodic events and may perform very well
when exploiting additional textual sources of information like “tags”’. Lastly,
route suggestion research is clearly an innovative trending one, whose out-
comes could be utilized in everyday life within the framework of current social
networks. On the other hand, visual reconstruction approaches clearly suffer
from the validity of the utilized models, as well as from high computational
costs. In addition, recommender systems rely heavily on the type and nature
of utilized multimedia content, as well as its semantics in order to be able to
provide meaningful results, whereas route suggestion techniques still have a
lot to research on when it comes to proper evaluation methodologies.

14http://www.douban.com
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Table 7: Travel apps

Work App type Pros Cons

[132] visual reconstruction
interactive browsing and
exploring of large collections

not fully automatic

[133] visual reconstruction interaction with users simplistic model

[85] visual reconstruction combined detection and summarization leaves uncovered areas

[71] visual reconstruction alignment of ground and aerial photos adopted model often fails

[2] visual reconstruction full reconstruction of a city center in 24 hours needs cloud of approx. 500 cores

[142] visual reconstruction gamification limited evaluation

[22] recommendation systems good performance in periodic events medium performance in non-periodic events

[145] recommendation systems using Wikipedia

[75] recommendation systems no need for prior knowledge limited evaluation

[110] recommendation systems detection of events given a small set of photos need of prior knowledge

[64] recommendation systems use temporal dynamics, probabilistic use local user ratings

[16] recommendation systems photo queries only 10 recommendation topics

[125] recommendation systems exploiting already used tags simplistic ranking model

[54] recommendation systems determines “good” tags heavily relies on uploaded content

[12] recommendation systems augmented reality city guides

[162] recommendation systems
unified approach for friends recommendation
tagging and personalized search

[118] route suggestion considering time limitations manual evaluation

[61] route suggestion using distance constraints not considering reachability

[119] route suggestion
generation of new “trips” by
using existent

[50] route suggestion creation of visual tours lack of evaluation

[140] route suggestion combined distance minimization and popularity lack of geotagged info

[99] route suggestion
created recommendations for unknown
cities, using previous travel history

user satisfaction not evaluated

[63] route suggestion considered user similarity similarity relied solely on tags

[89] route suggestion used distance and must-visit constraints user satisfaction not evaluated

[90] route suggestion used time-based user interest user satisfaction not evaluated
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5.2 Human Activity Tracking

Considering Flickr as a social network, many researchers study the relation-
ships among users, user activities and behavior within it. A summary of
these studies is provided in the following Table 8, which classifies them ac-
cording to the type of user modeling imposed. The Table offers also a brief
overview of their pros and cons, as well as positions them within the respec-
tive research field. A clear observation from the study of the Table depicts
that the main drawback of almost all herein mentioned research works is the
lack of objective evaluation methodologies.

To begin with, Marlow et al. [101] presented a taxonomy of tagging
systems, with Flickr amongst them. Their goal was to facilite analysis and
research of such systems. They outlined possible directions of research in
tagging. Negoescu et al. [108] tried to model users and groups with a common
tag-based representation, using a probabilistic topic-based analysis. They
showed that even if users and groups are conceptually different, a bag-of-
tags representation may be used to allow for their representation in a common
way. Then, their analysis led to the discovery of similar users and groups.
Valafar et al. [144] studied user interactions by analyzing their temporal
properties. Their research indicates that a very small fraction of users in the
friendship graph is responsible for the vast majority of fan-owner interactions
over photos. However, such interactions involve only a small fraction of
photos in Flickr. They also showed that most of the photos gain the majority
of their fan base within the first week upon publication. Gelli et al. [45] make
use of sentiment and context features, to the goal of predicting the popularity
of photos. They propose three novel context features and demonstrate a novel
analysis of the correlation of sentiments to popularity. Stvilia and Jorgensen
[139] investigated Flickr member activities and how these may assist on the
automatic metadata creation. They worked on a set of historical photographs
and their respective comments and discussions. They used two knowledge
organization systems, namely the Thesaurus for Graphic Materials (TGM)
and the Library of Congress Subject Headings (LCSH). Among their results
we should note that more than 50% tags were not found neither in the TGM
nor in the LCSH. They concluded that the extension of the aforementioned
systems could allow them to be more accessible to different user communities.

Lerman and Jones [81] investigated “social browsing”, i.e., the strong
correlations users have with their contacts in Flickr. They showed that the
primary way that users follow, when they aim to discover photos, is not by
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tag-based search or subscription to specialized groups, but rather by brows-
ing through photo streams of their contacts. Cha et al. [18] collected and
analyzed large-scale traces of information dissemination in Flickr. They em-
pirically showed that photos spread due to social links and this propagation
process is limited within close connections of users and also slower than their
initial expectations. They also concluded that the popularity of content is
generally localized in the network and also the popularity of photos continu-
ously increases. Similarly, Jung [68] studied information propagation within
Flick. More specifically, under the assumption that given a certain tag, a
social “pulse” may be established by counting: a) the number of users, and
(b) the number of resources over time, he showed that information propaga-
tion takes place by inducibility from other tags by comparing social pulses.
To this goal he also implemented a searching system, namely Tagoole, which
operates on tags. McParlane et al. [102] aimed to predict the popularity of
photos in a “cold start” scenario (i.e. cases where no or limited user inter-
action exists). They considered the image context, the visual features and
the user context and tried to predict the number of views and/or comments
a given photo has. They showed that it is feasible to overcome the problems
occuring in cold start scenarios.

Mislove et al. [103] used empirical data and investigated the link forma-
tion process. They showed that links tend to be created by users that have
many links, and also users tend to link to those users that are close to them
in the social network structure. Finally, Cox et al. [27] interviewed Flickr
users so as to understand the use of the website in conjunction with the
users’ practices in photography, i.e., they considered Flickr from the scope of
hobbyist photographers. They concluded that Flickr should be analyzed as
a social network of amateur photographers, rather than a simple photo stor-
age facility. At this point the interested reader may have identified the fact
that there are indeed a lot of Flickr-related research works out there that do
not fall under any of the previously mentioned groups/categorization. As a
result, in the next section 6 we shall briefly attempt to summarize interesting
research efforts from so far not discussed application domains.
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Table 8: Humanistic approach

Work User modeling Pros Cons Suitable for...

[101] taxonomy
outlined possible
directions of research

analysis and research
of tagging systems

[108] user-groups
unified representation
of users and groups

empirical evaluation search

[144] fans-owner
indirect measurement
of popularity

relies on heuristics social network dynamics

[45] user-views
context and sentiment
features

predicting photo popularity

[139] user activities
exploitation of prior
knowledge outside Flickr

limited evaluation indexing and retrieval

[81] user-contacts learning users’ habits empirical evaluation search

[18] social network graph
understanding information
dissemination

empirical evaluation information propagation analysis

[68] folksonomies
definition of
“social pulses”

limited evaluation information propagation analysis

[102] comments works on “cold start” popularity prediction

[103] user-contacts
understanding how users
make new contacts

empirical evaluation social network dynamics

[27] photographers
understanding how
photographers use Flickr

empirical evaluation
learning amateur
photographers’ habits
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6 Other Application Domains

The variety of Flickr content allows also for several other research efforts on
application domains that do not fall under previously discussed categories
and are summarized in the following Table 9, according to their application
domain, pros and cons, and respective problem solving. Apart from the
apparent organization of related works, the main novelty of Table 9 is its
last column, where the interested reader could easily track and identify the
application domain of each work. The latter, together with the brief inline
description of each methodology that follows, would act as a single point of
reference for future or fellow researchers in the field.

For instance, Jin et al. [62] applied regression- and diffusion-based predic-
tion models on certain Flickr textual and visual features and used them for
social studies such as politics, economics and marketing. They experimented
on the prediction of product sales and on the American presidential election
of 2008. In the first case, they showed that Flickr may monitor the world-
wide adoption of products, while for the latter it provided hints that may
assist for the prediction of the election results. Similarly, Singh et al. [131]
combined Tweets and Flickr posts in order to study spatio-temporal events.
This way, they were able to extract semantic information, e.g., about politi-
cal events and seasonal characteristics. Zhang et al. [172] aimed to discover
and visualize tag relationships from spatial and temporal similarities. They
showed that photo tags may be clustered based on their temporal and geo-
data distributions and provided appropriate visualizations. Their approach
was empirically evaluated and concluded that the aforementioned visualiza-
tions of tag semantics may help users intuitively capture subtle geo-temporal
relationships among tags.

Taking related research efforts a step further, Lei et al [79] adopted a mul-
timodal methodology, based on both acoustic and textual features and aimed
to identify cities using machine learning approaches. They observed that in
some cases acoustic features are enough for correct classification. Clements
et al. [26] used only geo-tags, defined a similarity scheme among their distri-
butions and proposed a weighting scheme, in order to identify similar places
at world and city level. They found that a user’s favorite landmarks in a city
she/he has not visited in the past may be predicted by re-ranking the most
popular ones among other users that share similar preferences. However,
they concluded that this task is very difficult to achieve, except from cases
where users have “clear” travel preferences. Leung and Newsam [83] used
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datasets from Flickr and Geograph15, in an effort to derive maps of “what-
is-where” on the surface of the earth. They observed that maps generated
using Geograph data were more accurate than those generated using Flickr
data. They explained that this happened due to the fact that photographers
in Geograph intent to annotate, while in Flickr do not have such intentions.
Zerr et al. [171] presented a system, namely NicePic!, able to classify images
in a photo stream into two categories: a) most and b) least attractive. They
used several visual and textual features to achieve this goal.

Wu et al. [159] proposed a novel distance scheme, namely Flickr distance.
They used it as a means of measuring relations between semantic concepts,
constructed a concept network and applied it to concept clustering and image
annotation. They experimentally showed that Flickr distance appears more
coherent to human perception than previous approaches. Similarly, Cox et
al. [28] proposed a set of metrics in order to characterize and compare Flickr
groups. Among their findings we should mention that additionally to very
large groups (in terms of both members and photos), there exist many small
groups with low activity. Also most large groups are not dominated by a
few individuals. Xu et al. [167] proposed a set of metrics for measuring
the semantic relatedness between tags of images. In order to remove noise
and redundant tags, they used a bipartite graph. They also considered higher
order tags as most important. They evaluated their approaches on clustering
and searching tasks.

Jaffe et al. [60] generated summaries by selecting the most representative
photos, using geo-tags and a clustering approach. These summaries could
be biased by the specific user, the query content and context. Their ap-
proach was empirically evaluated. Wang et al. [153] proposed a generative
probabilistic model and used it for group recommendation. It works on both
users and groups, it jointly discovers the latent interests and simultaneously
learns a recommendation function. They showed that both the prediction
function and the latent topic learning may benefit from each other. Group
recommendation was also the focus of Wang et al. [155], who assumed that
different types of relationships in heterogeneous information network may be
used to improve the recommendation results. They applied a non-negative
matrix factorization (NMF) method regularized with user-user similarity via
heterogeneous information networks. Xie et al. [166] proposed a method for
mining user interests based on personal photos. They combined a hierarchi-

15http://www.geograph.com
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cal structure for image representation, along with a user image latent model.
This way they were able to identify some user interests (e.g. some concepts
such as car, plane, tree) and distinguish them from “background”-interests
(e.g. street scenes). Bojic et al. [14] investigated several methods for home
location and applied them to Flickr datasets, comparing to bank transaction
records. They concluded that the choice of the appropriate home definition
method should take into account the unique characteristics of the dataset it
is applied on. At another work of the same group, i.e. the one of Sobolevsky
et al. [134], the authors aim to subjectively measure the attractiveness of
cities in Spain, based on bank card transactions, geotagged photographs and
tweets. Moreover, their analysis showed that visitors tend to spread upon
different smaller destinations over summer time. On the contrary they are
more concentrated at major destinations during the rest of the year.

The aforementioned problem of home location is also tackled by Zheng
et al. [174]. In this work, the authors aim to predict the locations of home
and vacations of users, using visual and spatiotemporal features. Chen et al.
[23],aimed to create visual summaries to be used as tourist maps, by captur-
ing the most important points of interest. They also selected a representative
photo for each landmark. They observed that in many cases this representa-
tive photo was not the one “expected” due to the nature of the data set. Hao
et al. [48] presented a methodology for the automatic creation of travelogues,
i.e., a kind of a travel-related experience logging. They retrieved geo-tagged
photos from Flickr and embedded them in these travelogues, whose goal was
to facilitate other tourists trip planning. This way and despite the noise and
the lack of structure within typical travelogues, they were able to effectively
generate recommendations, create summarizations of places and enrich trav-
elogues with images. Baber et. al. [8] asked tourists to capture photos of a
monument, with the goal to be able to support subsequent question-asking.
The results of their study indicate that “much tourist photography repre-
sents a special form of image capture” in which tourists tend to gravitate
towards the best vantage points to take their own versions of photos seen in
brochures. You et al. [169] exploited the learning capabilities of deep neural
networks to perform sentiment analysis on weakly labeled large scale photo
collections. They proposed a novel architecture, able to be applied to other
domains. Finally, Donaire et al. [34] performed a case study using uploaded
photos of tourists. They were able to identify different groups using cluster
analysis. Their results indicated that groups differentiate in the selection of
potential sights, however they share a particular way of looking at sights.
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Table 9: Other Domains

Work Domain Pros Cons Suitable for...

[62]
predictions in
politics/marketing

extended models
for predictions

limited evaluation social studies

[131]
studying spatio-
temporal events

combination with Twitter empirical evaluation
semantic information
extraction

[172] tag relationships
clustering and
visualizations of tags

empirical evaluation
geo-temporal
relationships’ extraction
among tags

[79]
classification using
textual/audio features

audio features’ exploitation video localization

[26] geotag distributions
travel recommendations
for unvisited cities

limited evaluation travel recommendations

[83] content localization combination with Geograph
solely Flickr data
are not sufficient

land cover classification

[171]
photo attractiveness
classiffication

heuristic approach recommendations

[159]
semantic similarity
measure

coherent to human perception search

[28]
semantic similarity
measure

understanding of the
role of smaller groups

empirical evaluation Flickr groups similarity

[167]
semantic similarity
measure

noise removal using
bipartite graph

limited evaluation clustering/search

[60] landmark summarization empirical evaluation travel recommendations

Continued on next page
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Table 9 – Continued from previous page
Work Domain Pros Cons Suitable for...

[153]
studying social
network graphs

latent user
interests’ discovery

group recommendation

[155]
learning user-
group relationships

latent representations
of users and groups

group recommendation

[166] mining user interests
image content
representation model

limited set of interests recommendations

[14] home location definition comparison of many methods
difficult to perform
well on Flickr data

understanding human
activity

[134] city attractiveness measure big data based on some assumptions
understanding human
activity

[174] home vs. vacations good performance
understanding human
activity

[23] landmark summarization
extraction of popular
representations of landmarks

often selecting
indoor representations
instead of outdoor

tourist maps

[48] information extraction
enriching of travelogues
with photos

empirical evaluation
automatic creation
of travelogues

[8] sense-making real life application limited evaluation
context-based
image capturing

[169] sentiment analysis works on weakly labeled data big data analytics

[34] tourist group analysis interesting approach
understanding human
activity
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While most of the challenges in dealing with Flickr data may be classified
into the aforementioned considerations, still there are also additional areas
that need to be addressed. At this point it is worth noticing that one iden-
tifiable characteristic of all works presented in this section, but also in other
sections of this manuscript as well, is the diversity of the Flickr datasets uti-
lized for research purposes. Consequently, in the following section 7 of this
survey we ought to present the flipside of the coin, i.e., a short, yet indicative
list of research works dealing with the construction, utilization and/or ex-
ploitation of Flickr datasets for benchmarking purposes towards the provision
of objective evaluation tools.

7 Benchmarks

As it has been seen in previous sections, many heterogeneous datasets origi-
nating from Flickr have been used for research. In most cases, these datasets
are not shared by their authors, or in some cases have been tailored to facili-
tate the proposed method/algorithm/use case. However, it would be a serious
omission to leave out of this survey a collection of works in the benchmarking
field with respect to Flickr data.

Among the ones worth mentioning herein is the MIRFLICKR Retrieval
Evaluation [56], which begun with a collection of 25K photos collected from
Flickr. Its goal was to provide a benchmarking test set for the image retrieval
community targeting to fulfill what the authors consider to be the four main
requirements for such a data set, namely: a) to be representative of an area;
b) to provide accurate ground truth; c) to be freely redistributable; and d)
to be accompanied with standardized tests for evaluation. The authors pro-
posed a number of standardized challenges, namely: a) visual concept/topic
recognition; b) tag propagation; and c) tag suggestion. The set has been later
on extended to 1M photos and a a number of content-based visual descriptors
has been supplied for the entire collection [57]. In 2006, CLEF16 introduced
a new task aiming towards interactive multilingual search of images in Flickr,
as part of the ImageCLEF benchmark [46]. In the aforementioned task, par-
ticipants had to build a front-end to Flickr, a) by using its search API and b)
able to support multilingual search. The goal was to study user behaviour,
given a set of searching tasks, emphasizing on the study of the process, rather
than the evaluation of its outcome. Also in 2006, the PASCAL Visual Object

16http://www.clef-initiative.eu/
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Classes Challenge (VOC2006) [35] focused on object detection and recogni-
tion on an annotated data set of photos, where a subset was collected by
Flickr.

An interesting task has been initiated in 2012 by MediaEval17, namely
the “Placing Task”. Therein participants are asked a) to explore several as-
pects of multimedia documents (e.g., textual, social, visual, etc.), in order to
estimate the location where a given Flickr media item has been captured and
b) to optionally decide whether a media item may be objectively placeable.
Also in 2012, the well-known TRECVID benchmark18 evaluated automatic
and interactive retrieval systems at a task named “Instance Search”, using
among others a set of Flickr videos. The goal of the task was given a visual
example, to find more video segments of a person/object/place, depicted
within it. In 2014 Yahoo! released the “Flickr Creative Commons” dataset
[141], aimed for research use. This dataset consists of approx. 100M photos
and 700K videos and is one of the largest public multimedia datasets. They
have also computed a few open audiovisual features, using a supercomputer.
They claim that this dataset may host a variety of research studies and chal-
lenges and they plan to create such challenges or expand current ones. A
first work, (under progress at the time of the submission of this paper) which
makes use of this dataset in order to learn semantic concepts is the one of
Ni et al. [109]. Mao [100] also worked using this data set and described the
information contained, while trying to estimate the most visited US place
by Americans. Similarly, Izadinia et al. [59] investigated direct learning of
image classification from tags “in the wild” (i.e., not filtered). Finally, in
2015, Ionescu et al. [58] introduced a dataset and its evaluation tools. This
dataset, namely Div150Cred, consists of 300 landmark locations represented
by approx. 45K Flickr photos. It also contains 16M photo links for around
3K users, metadata, Wikipedia pages and content descriptors for text and
visual modalities.

8 Challenges and Future Research Directions

It should have been evident by now that based on the above discussion,
there has been a dramatic advance in the research and development of Flickr-
related multimedia systems. In particular, it seems that given its technical

17http://www.multimediaeval.org
18http://trec.nist.gov/
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facilities to developers (i.e., an open, enriched API) and its increasing pop-
ularity among online users worldwide, Flickr tends to be the next big thing
with respect to multimedia analysis researchers. As expected the process
still faces several main challenges and in this section, we attempt to list
these challenges and point out the corresponding future research directions.

In our opinion the future lies among others in the introduction and ex-
ploitation of supervised and unsupervised models for characterizing the vari-
ous facets of Flickr images combined with their metadata. Quite often there
is a lot of structured and unstructured data available together with the up-
loaded images that can be potentially exploited further through joint model-
ing, clustering, and classification techniques that will - to an extend - bridge
the so-called semantic gap and benefit future multimedia system implemen-
tations in numerous ways.

In the field of text-based query processing the main challenge is the pres-
ence/absence of reliable textual metadata with images. Although significant
efforts have been introduced in the past for large-scale collection of high-level
manual annotations, like the quite popular among researchers ESP game
[151], we still believe there is room for improvement with respect to efficient
collection of manual tags for images. The latter presents the twofold advan-
tage of facilitating text-based queries, as well as building reliable training
datasets for content-based multimedia analysis and automatic annotation al-
gorithms. So, we expect to see in the future a bridging of keyword- and
content-based search through a unified framework and Flickr data form the
ideal candidate towards this goal.

It is also reasonable to hope that in the near future, the technology will
utilize the vast amounts of Flickr datasets in order to diversify to other chal-
lenging domains. It is evident at this point that the future of real-world image
retrieval within the social networks framework lies in exploiting both tag- and
visual content-based search. Given the rather easy to implement tools that
Flickr provides to interested researchers, combined with the research-friendly
Creative Commons19 licensing (CC) scheme that most Flickr photos follow
by default, we believe that the potential from combining the two worlds is
great and that this endeavor will hopefully be actualized in the years to come.

Tempted to take a risk and further specify more concrete research direc-
tions, we would like to see a paradigm shift in the near future, with research
focus being shifted more on application-oriented, domain-specific works that

19http://creativecommons.org/
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will have considerable impact in everyday life. A long-term goal of research
could therefore also include the ability to predict peoples movements by an-
alyzing the embedded timestamp and geographic information within photos
[10]. In other words researchers will be able to accurately predict where
a person is most likely currently located and where she/he may be headed
in the near future. Another interesting research field with great future po-
tential forms revealing of spatial and temporal patterns from Flickr photos,
either with or without the use of additional sources of information, like POI
databases. This would easily lead to touristic applications that would enable
people’s smartphones with the ability to instantly download and suggest the
best options for their touristic route when arriving in an unknown city, based
on previous recommendations or experiences of their social networks’ friends.

As expected, the vast amount of Flickr data collected so far, as well as its
impressive increasing rate, attracted the interest of the deep learning com-
munity. Being a branch of machine learning based on a set of algorithms that
attempt to model high-level abstractions in data by using multiple processing
layers with complex structures or otherwise, composed of multiple non-linear
transformations, deep learning methodologies and corresponding research ap-
proaches are ideal for Flickr data manipulation and extraction of interesting
trending classification and/or recommendation results in the future. As a
result we are currently observing a shift of research interest towards this di-
rection (e.g., works similar to the one of Zhao et al. [173]) - and we expect to
see a lot more in the near future. Last but not least, content localization will
definitely be a trend of the future, both in the sense of developed services and
applications, as well as its combination with traditional software engineering
efforts. In principle localizing multimedia content involves several modalities,
but we expect to see a major advance in research efforts dealing with digital
images when combined with geo-tagging metadata information, like for in-
stance the 2014 MediaEval Placing Task: Multimodal Location Estimation
20, thus the role and availability of Flickr image repository could be crucial.

Apart from the future directions there are also clear rather practical chal-
lenges to be tackled by researchers. The diversity of utilized Flickr datasets
is considered to be an “evaluation plague” and only recently there are some
efforts to deal with it. More specifically the MediaEval Challenge emerged
whose core task is to retrieve diverse social images 21 given a predefined

20http://www.multimediaeval.org/mediaeval2014/placing2014/
21http://www.multimediaeval.org/mediaeval2015/
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dataset typically derived from Flickr social network. Online sharing of large
Flickr datasets among researchers could also be a collective solution to the
problem, although the complexity and the decentralized nature of research
groups worldwide significantly hinder this task. In conjunction to this state-
ment, the fact that most online multimedia content shared within Flickr and
other social networks suffers from at least indistinctive or obscured licensing
schemes, constitutes its utilization for research purposes another challenging
task. In this direction Flickr is considered to be a pioneer by providing huge
amounts of people’s photos under the default CC license, still other social
networks should follow and simplify access to information.

Clearly all the above discussion justifies our intention to identify the
trends in the surveyed areas and organize them in a practical way, so as
for fellow researchers to be able to identify an efficient point of future refer-
ence. In doing so we went down both the formal, in the sense of introducing
specific Tables within each group, and the novel way, in the sense of introduc-
ing a “suitable for” table column for many rather hard to grasp or quantify
groups, such as the knowledge representation group of works. Last but not
least, among our personal future tasks remains the close follow-up and update
of this survey according to the future research directions to come, combined
possibly together with its extension to other popular social networks, like
Twitter, Facebook, Instagram and Youtube, provided their publicly avail-
able API will allow us to do so. Finally, an interesting and challenging task
would be to extend this review to other multimedia content types, such as
text snippets and/or video sequences.

All in all, herein we have presented a comprehensive survey highlighting
current progress, emerging directions, some innovative ideas, and methods
for efficient evaluation relevant to the framework of the popular Flickr social
network. From the outcomes of our review it seems that although social
networks form a “young” notion, the benefits of social networking are largely
associated with the participatory humanistic nature of our “digital world”
and have significantly influenced in a positive manner the corresponding re-
search efforts over the recent years. We consider that this review captures
only a snapshot of the exciting research field of Flickr data analysis and re-
trieval and cast it as an overview of its early years; we expect it to be at
least revised in the near future to include specific future directions alongside.
Meanwhile, we do hope that the quest for efficient multimedia content man-
agement methodologies will continue and that similar to Flickr paradigms
will emerge to the benefit of the research community.
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9 Conclusions

Due to the popularity of social networks such as Flickr and the increasing
large amount of digital multimedia data uploaded and shared among its users,
enabling a thorough, yet compact, record of related multimedia research
efforts is a rather challenging task. In this paper, we reviewed the latest
advances in research efforts that use Flickr social network as the source of
both their data and analysis. These works focus mainly on the broader areas
of humanistic data collection and interpretation, as well as the semantic and
social, user-generated, multimedia content adaptation. More specifically, we
emphasized on algorithms, procedures and methodologies dealing with three
identified aspects of multimedia content retrieval, namely text, visual and
hybrid retrieval, issues of automatic tag/geo-tag generation, reconstruction
approaches, recommendation systems and travel/route suggestion systems,
as well as on techniques that aim to extract knowledge from metadata and
on approaches that track human activities and related benchmarks. Based
on the challenge discussions and interpretation of each group, future research
directions may be identified.
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