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Abstract—Ontology has been an active research field connect-
ing philosophy, logic, history, mathematics, and computer science
to name a few. Within an ontological context defined over a
domain the entities as well as their associated relationships can
be represented by the vertrices and the edges of a tree. From the
latter new knowledge can be then inferred through a number of
techniques including Horn logic from reasoners and RDF triplets.
With the advent of the Semantic Web and sophisticated associated
software tools including graph databases such as Neo4j, Sparksee,
and TitanDB or XML parsers such as Xerces graph mining is
done efficiently on the semantic level instead of the combinatorial
or algebraic ones. Multilayer graphs, namely graphs whose
labeled edges belong to a number of predetermined classes, have
been recently introduced in social network analysis in order to
represent the different interaction options between netizens. In
this work the potential of applying this new type of graphs to
an ontological context creating essentially an ontological tensor
is outlain and its complexity is assessed. A human readable
dataset based on the late 1970s and early 1980s Apple manually
constructed from the 2011 officially authorized biography of
Steve Jobs and the 1999 film Pirates of Silicon Valley serves as a
concrete example complete with Neo4j queries.

Index Terms—Neo4j; Cypher; Query sublanguages; Multilayer
graph; Tensor algebra; Higher order analytics; Ontological
tensor; Semantic Web; Steve Jobs biography

I. INTRODUCTION

A new digital era is starting where machine intelligence
is expected to play a prominent role. Ontology, namely the
procedure of discovery and formal naming of entities and their
associated relationships and properties in a domain, is one of
the mainstays of this intelligence. Following the fundamental
notions of ontological studies in philosophy from Parmenides
to Edmund Husserl and Martin Heidegger, entities are divided
in categories hierachically and resursively [1] [2]. With the
advent of Semantic Web structured data from Web crawlers in
the form of XML, and in the near future possibly of SGML,
trees [3] [4]. The latter can then be stored in a graph database
like Neo4j and an automated theorem prover or a suite of
graph analytics can discover latent non-trivial knowledge. A

typical instance of the former is a reasoner driven by Horn
logic with definite clauses of the disjunction form

¬t1 ∨ ¬t2 ∨ . . . ∨ ¬tp ∨ g (1)

where {tk} are the data clauses and g is the objective clause. A
a common instance of graph analytics is community discovery
or, equivalently, graph partitioning [5] [6] [7].

Ontologies can be represented as directed graphs where a
vertex corresponds to an entity and an edge (u1, u2) coupled
with a predicate p such as is.a or has.a denotes that u1 and
u2 are semantically connected. This is codified in the triplet

(u1, u2, p) (2)

The introduction of multiple edges with pairwise distinct
labels, and hence standing for different predicates, connecting
the same pair of vertices can lead to new inference possibil-
ities. Alternatively, the same edge can corrspond to a set of
predicates instead of a single predicate. This is exactly the
class of multilayer graphs where the tuples have the form

(u1, u2, {p1, p2, . . . , pn}) (3)

The primary contribution of this conference paper is an
ontological scheme whose algorithmic cornerstone are onto-
logical multilayer graphs and their algebraic counterpart the
ontological tensors. The proposed scheme is applied to a
dataset containing key people from the early Apple days and
the various relationships between them.

The remainder of this work is organized as follows. In
section II the scientific literature regarding ontology and tensor
algebra is overviewed. The main properties of graph databases
are described in section III. Subsequently, in section IV
the proposed framework is presented. The dataset manually
created from the official Steve Jobs biography [8] and the
film Pirates of Silicon Valley [9] is described in section V.
Finally, in section VI future research directions are discussed.
The notation of this work is summarized in table I. Vectors
are symbolized with boldface lower case letters, matrices with
capital boldface, and tensors with capital italics.



TABLE I
PAPER NOTATION.

Symbol Meaning
4
= Definition or equality by definition
S = {s1, . . . , sn} Set containing elements s1, . . . , sn
T = (t1, . . . , tn) Tuple containing elements t1, . . . , tn
|S| or |T | Set or tuple cardinality
Γi(u,w) Inbound neighbor set of u for relationship w
Γo(u,w) Outbound neighbor set of u for relationship w
lca (u1, u2) Least common ancestor of u1 and u2
µ Metric defined on the ontological data
H(x) Discrete entropy of vector x
‖T ‖F Frobenius norm of tensor T

II. PREVIOUS WORK

Ontology is a relatively new breakthrough in computer
science [10]. However, there is a plethora of applications
including the creation of personalized ontologies for content
retrieval within a particular context [11], object discovery in
images through semantics [12], and query refinement using
personalized social content [13]. Moreover, new fields such
as bioengineerging also benefit as for instance databases [14],
genetic reasoners [15] [16], and mining strategies for medical
documents [17] [18] rely on human gene ontology [19] [20].

Graphs constitute the primary and most intuitive ontology
representations [3]. Ontological dependencies and alignment
are examined in [21], whereas informatioc theoretic metrics
are proposed for ontological graphs in [22]. Graph databases
such as Neo4j and TitanDB provide graph queries with sublan-
guages such as Cypher, Gremlin, XPath, and SPARQL, while
large graph processing systems such as Apache Giraph and
Google Pregel offer inference capabilities [23]. Finally, current
programming languages and distributed computing platforms
support in memory graph handling with specialized libraries
such as NetworkX for Python and GraphX for Apache Spark.

Tensors or multiway arrays are the algebraic counterparts
of the combinatorial multilayer graphs as well as the next
evolutionary step in linear algebra [24]. Among others, they
have been also central in complex network modelling and
synthetic graph generation [25] and in representing multimodal
social network functionality [26]. Tensor clustering is an NP-
hard problem with numerous applications including multilayer
graph partitioning [27]. Google TensorFlow works natively
with tensors, whereas TensorLab and Tensor Toolbox extend
existing MATLAB multidimensional matrix functionality.

III. GRAPH DATABASES

Lately there has been a strong engineering interest in the
four technological branches of the non-relational databases
collectively known as NoSQL databases [28]. Table II contains
the aforementioned branches along with the primary data type
and some of the most well known databases of that type. Of
course, the database list is very far from being exhaustive.

Property 1: NoSQL databases are schemaless [28].
This is the crucial difference between relational and NoSQL
databases. However, the latter do not completely lack an
abstract data description. For instance, JSON-LD is a graphic

and textual such description only imposing light organizational
requirements [30].

Property 2: The operational NoSQL requirements are
known as BASE [28]:
• Basic availability.
• Soft state.
• Eventual consistency.

Compared to ACID, BASE are more easily implemented.
Moreover, the load for underlying database system is reduced,
since less data duplications, file locks, and network packets
are required. Also, shorter internal integer descriptors are
necessary after data merges, ensuring smoother and quicker
overall functionality. The cost for these advantages is reduced
consistency, especially for distributed databases.

Property 3: The typical functionality set is CRUD [28]:
• Create.
• Read.
• Update.
• Delete.

The potential for rollback in Neo4j CRUD operations through
persisent data structures, adding transactional-like capabilities,
was studied in [37].

Neo4j, currently in version 3.1.1, is a scalable and open
source graph database implemented mostly in Scala. Graphs
can be queried primarily through Cypher, an ASCII art,
high abstraction, and declarative sublanguage. Cypher APIs
for Python, Java, C#, C++, and Scala exist. Alternatively,
Neo4j understands SAIL and SPARQL queries for quartets
and triplets respectively.

The basic Cypher query has the following form [29]:

match <p a t t e r n >
[ where <c o n s t r a i n t >]
re turn < r e s u l t > [ as <e x p r e s s i o n >]
[ order by < f i e l d > [ desc ] ]
[ l i m i t <c o n s t a n t >]

These queries are closely patterned after a property graph,
the principal abstract data model of Neo4j. This model is
designed for simplicity since the graph can contain information
in key-value pairs in both vertices and edges [28]. Since Neo4j
is schemaless, this information can differ between any two
vertices or any two edges, making thus necessary a number of
checks such as the existence of a given key or the type and
cardinality of the returned value. Although ontologies are typ-
ically highly structured, there are emerging where this many
actually not be the case. Consider, for instance, data streaming,
deep learning, or big data applications where ontologies may
be progressively constructed from highly volatile and quickly
evolving data. Moreover, in cross-domain knowledge transfer
or ontology alignment scenaria the resulting ontology may
well be incomplete for various reasons.

Selecting all edges with a specific label requires the follow-
ing Cypher pattern

match ( )− [ e :LABEL]− ( )
re turn d i s t i n c t ( e )



TABLE II
NOSQL DATABASES.

Type Primary Data Format Software
Graph Conceptual graph [29], RDF [28], JSON-LD [30] Neo4j, Sparksee, TitanDB
Key-value Associative array [31] Amazon Dynamo, Riak, Redis, Apache Ignite
Column family Large columns [32] Apache Cassandra, Keyspace
Document JSON [33], BSON [34], XML [35], YAML [36] MongoDB, CouchDB, OrientDB

Along similar lines computing the number of vertices which
are of a give type is done with the query

match ( v : t y p e )
re turn count ( d i s t i n c t ( v ) )

Over Neo4j a number of graph analytics, most of them
of higher order nature, can be developed. Eigenvector-based
vertex centrality rankings, which indicate the role of a single
vertex plays in total graph connectivity, include PageRank, the
eigenvector centrality [29], and Gell point centrality [38]. This
ranking class relies on solving

`(A)g = λg (4)

where A is the graph adjacency matrix and ` is a linear
mapping. The same objective is accomplished in a different
way by matrix series centrality such as Neumann, Mercator,
and resolvent centrality [39]. This class of metrics computes
the diagonal elements of the matrix power series

g(A)
4
=

+∞∑
k=0

γkA
k (5)

The Estrada index, which is a metric of graph strength, can
be approximated as in [40]. At its core lies the sum

s
4
=

n∑
k=1

h(λk) (6)

where {λk} are the n eigenvalues of A. In contrast to `, g and
h are non-linear mappings in the general case. Finally, from
a systemic viewpoint large cardinality estimators like the one
in [41] can be used internally to accelerate response times in
aggregative queries.

IV. FRAMEWORK

A. Intuition

Before presenting the proposed ontological framework,
certain design principles concerning complexity are given.
Although they cannot be directly programmed, they shed light
to the fundamental patterns of complexity in large systems.

Principle 1: (Leibniz’s warning) But when a rule is ex-
tremely complex, what it is in conformity with it passes for
irregular.

Principle 2: (Occam’s razor or lex parsimoniæ) Entities
must be not multiplied beyond necessity or in Latin Non sunt
multiplicanda entia sine necessitate.

Principle 3: (Thorngate’s postulate) In order to increase
both the generality and the accuracy, the complexity of our
theories must necessarily be increased.

The first two principles complement each other and esen-
tially urge against excessive complexity both in rules, namely
programming, and in entities, namely the data model. In
fact, the first principle connects high complexity levels to
randomness and potentially to white noise. The third principle
acts in complexity approximately as Heisenberg’s principle in
quantum mechanics.

B. Representations

An ontology O can be formally defined in terms of ground
level objects, classes, attributes, relations, functions, restric-
tions, rules, axioms, and events. Depending on the underlying
domain, one or more of these factors may be trivial or unde-
fined. For the purposes of this work the following simplified
defintion will be used throughout the text

Definition 1: An ontology O is the ordered triplet

O
4
= (J,W, T ) (7)

where J is the ground level object set, W is the relation set,
and T is the attribute set.

Higher order data can be represented combinatorially as
multilayer graphs or algebraically as tensors. An ontology,
essentially being a higer order data model from the computer
science point of view, satisfies this criterion.

Definition 2: A multilayer graph G is the ordered quintuple

G
4
= (V,E,Q,Σ, f) (8)

where V is the vertex set, E ⊆ V ×V ×Q the edge set, Q the
label set, and Σ the edge value set. The function f : E → Σ
assigns to edges a value.

The entities of an ontology are mapped through a bijection
to the vertices of the multilayer graph. For each type of
connection w, if the entities u1 and u2 are related through
w, then an edge labeled w connects u1 and u2. This edge is
denoted by (u1, u2, w). Additional domain-specific properties
of w can be encoded as positive integers and mapped to
(u1, u2, w) through f if necessary. Algorithm 1 shows the
construction of an ontological multigraph in worst case time
O
(∣∣J2

∣∣(|W |+ |T |)) in serial execution. However, if there are
no interdependencies in W or in T , then the double loop in
lines 8 to 17 can be trivially parallelized.

Ontological tensors encapsulate multimodality in a natural
way, in the sense that each relation has its own separate
representation. Formally

Definition 3: A tensor T ∈ S1 × S2 . . . × Sp of order p is
a linear mapping simultaneously connecting p not necessarily
distinct linear spaces Sk, 1 ≤ k ≤ p.



Algorithm 1 Ontology conversion to multilayer graph
Require: Ontology O(J,W, T ), integer encoding scheme K
Ensure: Ontological multilayer graph G is created

1: create G with |J | vertices and no edges
2: for all attributes t ∈ T do
3: map t to K(t) ∈ Z+

4: end for
5: for all entities j ∈ J do
6: map exactly one entity j to one vertex uj
7: end for
8: for all connections w ∈W do
9: for all ordered pairs (j1, j2) ∈ J × J do

10: if for (j1, j2) is true then
11: insert edge (uj1 , uj2 , w)
12: if for (j1, j2) and w attribute t is true then
13: insert K(t) as property of (uj1 , uj2 , w)
14: end if
15: end if
16: end for
17: end for
18: return G

A p-th order tensor is a p-dimensional array containing
real or complex values and indexed by a tuple of p integers
(i1, i2, . . . , ip). This is a direct generalization of linear algebra
textbook matrices which are two dimensional arrays connect-
ing two linear spaces, namely the row space and the column
space, and are indexed by a tuple of two integers.

In the ontology case a third order tensor G ∈ Z|J|×|J|×|W |
can be constructed. As its dimensions indicate, G connects
the object space to itself and to the relation space. This is
analogous to the term-document matrix in information retrieval
which connects the term space to the document space. The
difference is that G has more flexibility as it represents |W |
distinct relationships that map J to itself. Which exactly these
relationships are is determined by the underlying domain. The
values of G are

G[i1, i2, i3]
4
=

{
K(t), (ui1 , ui2 , wi3) is true
0, otherwise

(9)

Now becomes clear why K is restricted to map T to positive
integers. Both from a linear algebraic and a knowledge mining
viewpoint, the sparsity patterns of G, namely the number and
the systematic locations of the zero values, are important. If
no attributes exist for the given pair of ground level objects
and relationship, then the value 1 can be inserted.

C. Operations

As is the case with any nontrivial data representation
scheme, ontological tensors are only as good as their interpre-
tation and knowledge mining power. In turn, the latter relies
heavily on the operations which can be rigorously defined on
the data described by them. Table III lists the operations which
can be applied to an ontological tensor. An algebraic operation

TABLE III
ONTOLOGICAL TENSOR OPERATIONS.

Operation Type
Partition Algebraic, combinatorial
Least common ancestor Combinatorial
Concept similarity Combinatorial
Sparsity Algebraic, combinatorial
Degree distributions Algebraic, combinatorial
Frobenius norm Algebraic

is applied to tensor G, whereas a combinatorial operation is
applied to multilayer graph G.

Concept similarity metrics based on concepts have been de-
signed for computing ontological distances and take advantage
of the tree structure of the ontology. They include thesaurus-
based metrics such as path, Wu-Palmer, Leacock-Chodorow,
and combined thesaurus- and corpus-ones such as Resnik, Lin,
and Jiang-Conrath metrics [42]. The Wu-Palmer metric is

µwp(u1, u2)
4
=

2d(lca (u1, u2))

d(u1) + d(u2)
(10)

where d(s) is the depth of vertex s in the tree. The Leacock-
Chodorow metric is defined as

µlch(u1, u2; b)
4
= − logb

(
ζ(u1, u2)

2 maxs d(s)

)
(11)

where the numerator is the shortest distance length between
u1 and u2 and the denominator is twice the maximum tree
depth. This is related to the entropy H(x) of a data vector x

−
n∑

k=1

prob {x[k] = xk} logb prob {x[k] = xk} (12)

where prob {x[x] = xk} is the probability that the k-th ele-
ment of x has the specific value xk. The logarithm base b
expresses the unit of information measure.

The density ρ0 of any tensor T is the ratio of the non-
zero elements to its total number of elements. Similarly, the
logdensity ρ′0 is the ratio of the logarithm of each size.

For each vertex u it is possible to define a vector yui of
length |W | where each element is the number of inbound
neighbors for each w ∈ W divided by the total number of
edges labeled w. The same can be done with the outbound
neighbors again for each relationship yileding y(u)o. The
entropy of both vectors is a profile of u regarding its preference
to labels. If u has approximately the same number of inbound
or outbound neighbors m for each relationship w, then the
corresponding entropy should be close to

logb

(∑
w∈W

|Γi(u,w)|

)
= logb (m|W |) (13)

On the contrary, if u has edges of only one label, then the
entropy of the corresponding vector is zero.

Finally, for a real valued tensor T ∈ RI1×I2×...×Ip its
Frobenius norm is a complexity measure defined as

‖T ‖F
4
=

 I1∑
i1=1

I2∑
i2=1

. . .

Ip∑
ip=1

T 2[i1, i2, . . . , ip]

 1
2

(14)



TABLE IV
APPLE DATASET PERSONS (INDICATIVE).

Person Role
Steve Jobs Apple co-foudner
Steve Wozniak Apple co-founder and friend of Jobs
Mike Markkula Investor and friend of Jobs
Arthur Rock Investor
John Sculley Apple CEO (1983-1993)
Regis McKenna Silicon Valley marketeer

TABLE V
APPLE DATASET RELATIONS (INDICATIVE).

Personal likes friend.of trusts dislikes college.with
Business works.for partner.of funds manages rival.of

However, the values of G do not corresponnd to edge valence
and therefore they cannot be summed in this case.

D. Complexity

Regarding memory requirements, G occupies a potentially
large volume of P RAM pages in a single host where⌈

1

M

⌈
ρ0|J |2|W |b0

B

⌉⌉
≤ P ≤

⌈
1

M

⌈
|J |2|W |b0

B

⌉⌉
(15)

In the above equation

b0
4
= max

{
1 , max

K(t)
dlog2K(t)e

}
(16)

Also, B is the length in bits of the integer size used to store G,
and that each RAM page can hold up to M such integers. The
ceil functions represent overhead due to remainders and pos-
sibly memory alignment requirements imposed by the CPUs
and the local operating system configuration. An estimation
similar to (15) can be derived for disk blocks, provided that
overheads due to alignment and serialization are accounted for.

V. APPLICATION: APPLE DATASET

A. Dataset Synopsis

Some of the persons of the current version of the Apple
dataset are listed in table IV and were taken from [8] and
[9]1. Readers will probably be familiar with the most of these
names which represent a major part of the Silicon Valley
history. For instance, Regis McKenna conceived and executed
marketing campaigns for many of the most well known US
high technology companies and Arthur Rock has been one of
the early investors in technology companies, helping among
others the so-called traitorous eight.

Some of the relations of the Apple dataset are listed in
table V. They are divided into two categories, business and
personal. Also, there are 31 persons in total with 499 directed
edges connecting them. Thus, only slightly more than a quarter
of the total connections are used. Finally, K(t) was always 1.

1It is worth mentioning that, according to actor Noah Wyle, Steve Jobs
personally called him and congratulated him for his performance.

TABLE VI
ENTROPY FOR y(u)o AND y(u)i (PERSONAL AND BUSINESS).

H(x) min avg max min avg max
Personal 0.1711 1.3131 3.4406 0.2135 1.2835 2.9313
Business 0.4429 1.7346 4.1284 0.1184 0.9979 1.2464

TABLE VII
PAIRWISE µlch (PERSONAL AND BUSINESS).

µlch min avg max min avg max
Personal 0.0031 0.3415 0.7633 0.1241 0.3636 0.7992
Business 0.0012 0.2533 0.4417 0.0000 0.2340 0.6102

B. Results

For each of the persons in the dataset the entropy of the
vectors y(u)i and y(u)o was computed. The number of each
inbound neighbors for relationship w was computed as

match ( s )− [ :w]−>(u )
re turn i d ( u ) , count ( d i s t i n c t ( s ) )

The total number of edges labeled w was computed with the
query of section III. In order to compute µlch(u1, u2) for
relationship the shortest path length between u1 and u2 was
computed with

match p =( u1 )− [ :w∗]−>(u2 )
re turn u1 , u2 , l e n g t h ( p )
order by l e n g t h ( p )

The maximum depth was the maximum of the longest paths.
The values of of both tables VI and VII indicate that for

the business relationship the inbound and outbound degree
distributions differ, whereas for the personal relationship they
coincide to a great extent. This is expected, since the majority
of current business models establish hierarchical operational
paths, whereas personal human interaction typically has a high
degree of reciprocity.

This pattern is also visible in µlch. While for the per-
sonal relationships the values for the inbound and outbound
similarities are approximately the same, the sitution is much
different in business relationships. In fact, in the latter there is
a considerable number of vertex pairs who has zero similarity.
This is attributed to the asymmetric nature of ontologies, with
the relatonship between employer and employee been the most
asymmetric. Also, the values for the business relationship
are consistently lower that those of the personal relationship.
Again, this is a result of the stronger assymetries found in
modern business environments.

VI. FUTURE WORK

This conference paper presents the fundamental concepts
which lay the groundwork for representing an ontology in two
ways. The first is a multilayer graph, namely a graph with
labeled edges which can be naturally stored in Neo4j. This
combinatorial representation allows for multiple connections
between any given vertaix pair, enabling the coexistence of
more than one relationships between the ground level entities



without the need for elaborate coding schemes. The algebraic
counterpart is an ontological tensor, which has the same
expressive power but a different operation set. Both repre-
sentations were applied to an open dataset with persons and
relationships extracted from the offical Steve Jobs biography
and the 1999 film Pirates of Silicon Valley.

Temporal information is absent from the proposed method-
ology. In certain domains, mostly in Web 2.0 event-driven and
deep learning ones, this in a significant factor. This can be
remedied by inserting a time dimension resulting in a very
large fourth order tensor. This presents certain challenges as
the need for distributed processing and big data techniques.

Complexity can be reduced by pruning superfluous relation-
ships, either existing or discovered, with techniques such as
those in [43]. Additionally, advanced semantics such as Kripke
models [44] [45] would increase the expressive strength of the
initial ontology.

REPRODUCIBLE RESEARCH NOTE

In order to assist researchers in their work, the Apple dataset
will be uploaded in human readable form as RDF triplets on
the corresponding Researchgate site as supplementary data.
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