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Abstract—Non-linear system identification is a challenging
problem with a plethora of engineering applications including
digital telecommunications, adaptive control of biological sys-
tems, assessing integrity of mechanical constructs, and geological
surveys. Various approaches have been proposed in the scientific
literature, including Volterra and multivariate Taylor series,
fuzzy neural networks, state space models, and wavelets. This
conference paper proposes a succinct model of a non-linear
system with memory based on a third order tensor whose
coefficients are trained in an LMS-like way. Moreover, two
variants deriving from sign LMS and batch LMS algorithms
respectively are also implemented in TensorFlow. The results
of applying the three training algorithms to this system are
compared in terms of the mean square error in validation phase,
the convergence rate of the coefficients, and the convergence rate
of the Euclidean norm of the local gradients of the system model.

Index Terms—tensor algebra, higher order data, non-linear
system identification, adaptive system identification, local gradi-
ent estimation, Volterra series, LMS training, sign LMS, batch
LMS, TensorFlow

I. INTRODUCTION

Non-linear system modeling plays a central role in a broad
spectrum of engineering applications including but by no
means limited to MIMO ground communication networks,
satellite communications and underwater acoustic channels
with non-linear channels, control of robotic arms, geological
surveys for water, oil, or rare earths, and adaptive control of
biological and medical systems. Because of both the plethora
of applications and the challenging background involved in
the analysis of non-linear systems, a number of ingenious
approaches drawing inspiration from various branches of
mathematics, physics, or other fields have been proposed in
the scientific literature.

The primary research objective of this conference paper
is twofold. First, a tensor model for a non-linear system is
developed using a third order tensor, displaying the potential
of tensor algebra. The coefficients of this model are trained
using an LMS-like training process. Second, two alternatives
of the training process based on the sign LMS and the batch
LMS are also developed. All three algorithms were tested on

a non-linear system with memory whose structure is similar
to that of many systems found in applications such as satellite
or underwater communications.

The remaining of this work is structured as follows. Section
II briefly review current scientifc literature regarding tensor
algebra and system identification theory. Certain tensor op-
erations which will be the building blocks for the system
modeling are described in III, where the model itself is
devloped in IV. Section V containes some notes on the
TensorFlow implementation and the results obtained by of the
three algorithms. Future research directions are mentioned in
section VI. Table I summarizes the notation of this conference
paper. Finally, concerning notation tensors are represented
with capital calligraphic letters, matrices with capital boldface,
vectors with small boldface, and scalars with small letters.

TABLE I
NOTATION OF THIS CONFERENCE PAPER

Symbol Meaning
�
= Definition or equality by definition
{s1, . . . , sn} Set with elements s1, . . . , sn
(i1, . . . , ip) Tuple with elements i1, . . . , ip
�tk� A sequence with elements tk
|S| Set, sequence, or tuple cardinality
×k Tensor multiplication along the k-th dimension
�T �F Frobenius norm of tensor T
T (k;d) k-th slice of tensor T along dimension d
In n× n identity matrix
0m×n m× n zero matrix
⊗ Tensor Kronecker product
◦ Tensor outer product
� Discrete linear convolution

II. PREVIOUS WORK

System identification can take a number of forms depending
on the context. State space models, namely white box models,
for non-linear systems are explored in [1], whereas black
box modeling in extensively treated in [2]. Concerning the
modeling of non-linear systems with models other than state
space ones, various approaches have been proposed in the
literature including Volterra series with coefficients derived
from an adaptive training process [3], fuzzy neural networks
trained with a variation of the BEP algorithm [4] or with
a modified fuzzy BEP algorithm [5], and wavelets [6]. The978-1-7281-1862-8/19/$31.00 ©2019 IEEE



relationship between the Volterra and Wiener series is explored
in [7]. Wiener and Hammerstein cascade models for non-linear
biological systems are examined in [8].

Tensor algebra and well as its main properties, including the
fundamental Tucker and Kruskal decompositions, have been
introduced among others in [9] and in [10]. Moreover, the
role of tensor factorizations in discovering structure inherently
found in data is explored in [11]. Tensor applications are
numerous. In [12] a graph resilience metric based on path
lengths and the number of triangles is proposed. In social
network analysis multiple Twitter functional analytics are
combined in a multilayer graph in [13], while the digital
influence of an account in Twitter can be expressed in higher
order terms [14]. An extension of ontologies to multiple edges,
each with a different semantic aspect, is proposed in [15].
For a genetic algorithm for clustering large third order tensors
containing geolocation and linguistic data with an objective
function based on linguistic variation models see [16].

Multilinear signal processing, namely signal processing
based on tensor algebra, has been the subject of many research
papers. In [17] a concise presentation of the subject from a
higher dimensional viewpoint is given along with important
concepts such as base tensors, efficient base change, dimen-
sionality reduction, and the relationship between the different
variants the SVD takes for more than two dimensions. Higher
order statistics play a crucial role in source identification in
MIMO systems since third and fourth order statistics can
discover signal structure second order statistics are oblivious
to [18] [19].

TensorFlow has been originally developed by Google in
order to simulate complex brain circuits. Since 2015 it is an
open source, low level framework designed specifically for
tensor algebra based on the dataflow paradigm [20]. The latter
is explained in detail along with other implementation aspects
in [21]. A versatile graph structure which allows versioning
and keeping the history of changes in symbolic operations
stored as strings is proposed in [22]. An efficient generator of
Gaussian processes for TensorFlow is described in detail in
[23], while a tool for visualizing symbolic computation trees
in TensorFlow is given in [24].

III. BACKGROUND

Tensor algebra is the generalization of linear algebra to more
than two dimensions. Additionally, it includes linear algebra
as a special case. Formally, in the most general case a tensor
is defined in a straightforward manner as [9]:

Definition 1 (Tensor): A p-th order tensor T ∈ V1 × . . .×
Vp → S represents the simultaneous linear mapping between
p not necessarily distinct vector spaces Vk to a vector space
S, 1 ≤ k ≤ p.

For the purposes of this work we will use real valued tensors
defined over real domains. Therefore, in the remaining of the
text tensors are either T ∈ Rn1×...×np or T ∈ Rn1×n2×n3 .

In equation (1) the exact structure of a 2× 2× 2 tensor T
is shown. It consists of eight real scalars, each indexed by a
distinct triplet of integers (i1, i2, i3) where ik ∈ {1, 2}.

T [i1, i2, 1] =

�
T [1, 1, 1] T [1, 2, 1]
T [2, 1, 1] T [2, 2, 1]

�

T [i1, i2, 2] =

�
T [1, 1, 2] T [1, 2, 2]
T [2, 1, 2] T [2, 2, 2]

�
(1)

Definition 2 (Tensor slices): Slices of a p-th order tensor T
along dimension d is a set of nd tensors

�
T (id;d)

�
of order

p − 1 which are derived by fixing the d-th index and using
it as a parameter, whereas the remaining indices remain free
variables.

In the specific case of a 2 × 2 × 2 tensor T there are six
possible slices in total, namely two slices for each of the three
dimensions. The upper and lower subequations of equation (1)
are T (1;3) and T (2;3) respectively. The other four slices are:

T (1;1) �
=

�
T [1, 1, 1] T [1, 1, 2]
T [1, 2, 1] T [1, 2, 2]

�

T (2;1) �
=

�
T [2, 1, 1] T [2, 1, 2]
T [2, 1, 1] T [2, 1, 2]

�

T (1;2) �
=

�
T [1, 1, 1] T [1, 1, 2]
T [2, 1, 1] T [2, 1, 2]

�

T (2;2) �
=

�
T [1, 2, 1] T [1, 2, 2]
T [2, 2, 1] T [2, 2, 2]

�
(2)

Multiplying a p-th order tensor T ∈ Rn1×...×np with a
vector x ∈ Rnk along the k-th dimension always results in a
(p− 1)-th order tensor G whose elements are defined as:

G[i1, i2, . . . , ik−1, ik+1, . . . , ip]
�
=

(T ×k x)[i1, i2, . . . , ik−1, ik+1, . . . , ip] =
nk�

ik=1

T [i1, . . . , ik−1, ik, ik+1, . . . , ip]x[ik] (3)

Definition 3 (Frobenius tensor norm): The Frobenius tensor
norm is defined as:

�T �F
�
=




n1�

i1=1

. . .

np�

ip=1

T 2[i1, . . . , ip]




1
2

(4)

Frobenius norm is especially useful for evaluating the
distance between a sequence of tensors �Gk� generated succes-
sively by an iterative process. A common termination criterion
in these cases is the comparison of the Frobenius norm with
a prespecified threshold ρ0 as follows:

�Gk+1 − Gk� ≤ ρ0 (5)

The last equation converges to a global minimum or maxi-
mum if �Gk� is a Cauchy sequence, otherwise the convergence
may be local.



IV. TENSOR SYSTEM MODEL

A. Formulation

Let x, y, and z be three independent real valued data
vectors:

x
�
=

�
x1

x2

�
y

�
=

�
y1
y2

�
w

�
=

�
w1

w2

�
(6)

Then, the proposed system model can be constructed by
multiplying a third order tensor with all three input vectors.
Each dimension of the tensor is multiplied by one input vector:

q(x,y,w; T )
�
= T ×1 x×2 y ×3 w

= (T ×3 w)×1 x×2 y

= M×1 x×2 y

= yTMx

=

2�

i1=1

2�

i2=1

2�

i3=1

T [i1, i2, i3]xi1yi2wi3 (7)

In equation (7) matrix M can be written as:

M =
�
T (1;2)w T (2;2)w

�
(8)

An alternative form for equation (8) is:

M =
�
T (1;2) T (2;2)

� � w 02×1

02×1 w

�
(9)

The last equation can be compactly rewritten using Kro-
necker tensor products as:

M =
�
T (1;2) T (2;2)

�
(I2⊗w) (10)

B. Adaptive Training

The general formula for the update of the tensor elements
at the k-th step is a delta rule [25] [26]:

T [k][i1, i2, i3] = T [k−1][i1, i2, i3] +ΔT [k][i1, i2, i3] (11)

Notice that in equation (11) the superscripted bracket index
refers to the k-th step of the training process, whereas or-
dinary bracket indexing refers to the elements of the tensor.
The convention for representing the step index will be used
throughtout the text.

The elementwise correction term at the k-th step is LMS-
like [27] [28] [29]. Therefore, the correction term is:

ΔT [k+1][i1, i2, i3]
�
= µ[k]e[k]u[k][i1, i2, i3]

= µ[k]
�
d[k] − s[k]

�
u[k][i1, i2, i3] (12)

In equation (12) the last term is:

u[k][i1, i2, i3]
�
= x[k][i1]y

[k][i2]w
[k][i3] (13)

A vectorized form of equation (12) using the tensor outer
product definition of [9] is:

T [k+1] = T [k] + µ[k]e[k]x[k] ◦ y[k] ◦w[k] (14)

C. Convergence Metrics

Besides the Frobenius norm of the difference between two
successive iterations as in equation (5), the Euclidean norm of
the local gradients ∇xg, ∇yg, ∇wg in each iteration will be
used.

The partial derivatives of q with respect to the two elements
of x can be directly computed in terms of a tensor slice as:

∂q

∂x1
= T [1, 1, 1]y1w1 + T [1, 1, 2]y1w2

+ T [1, 2, 1]y2w1 + T [1, 2, 2]y2w2

= yTT (1;1)w (15)

Similarly, the partial derivative of q with respect to the
second element x2 has a similar closed form involving a
different tensor slice:

∂q

∂x2
= T [2, 1, 1]y1w1 + T [2, 1, 2]y1w2

+ T [2, 2, 1]y2w1 + T [2, 2, 2]y2w2

= yTT (2;1)w (16)

Stacking the two derivatives to a column vector yields:

∇xq =
�
∂q
∂x1

∂q
∂x2

�T
=

�
yTT (1;1)w
yTT (2;1)w

�
(17)

The last equation can be rewritren in matrix-vector form:

∇xq =

�
yT 01×n

01×n yT

� �
T (1;1)

T (2;1)

�
w (18)

Another alternative form of equation (17) using the Kro-
necker tensor mutliplication is equation (19).

∇xq =
�
I2⊗yT

� �T (1;1)

T (2;1)

�
w (19)

In a similar manner, the vector partial derivative with respect
to input vector y has the following high level structure:

∇yq =
�
I2⊗xT

� �T (1;2)

T (2;2)

�
w (20)

And the vector partial derivative with respect to the last
input w has the following high level structure:

∇wq =
�
I2⊗xT

� �T (1;3)

T (2;3)

�
y (21)

D. Variations

LMS is an approximation to the stochastic gradient descent.
Therefore, one might only be interested in the direction of the
instantaneous error e[k]:

T [k+1] = T [k] + µ[k] e[k]��e[k]
��x

[k] ◦ y[k] ◦w[k] (22)

Another variation is batch LMS which approximates the
stochastic gradient algorithm in a statistically better way. As its
name suggests batch LMS relies on replacing the instantaneous
error with a smoothed one over a window of length L:

T [k+L] = T [k]+µ[k+L]ê[k+L]x[k+L] ◦y[k+L] ◦w[k+L] (23)



The smoothed error in equation (23) is the sample mean,
implying that the underlying process is ergodic.

ê[k+L] �
=

1

L

L−1�

p=0

e[k+L−p] (24)

Combining the above, the framework for executing the LMS
training requires the following parameters.

• The type of LMS which will be used, namely one of the
equations (14), (22), or (23).

• Whether the training I/O pairs appear in the same order
every epoch in a random order.

• The decay rate, if any, of the learning rate µ[k]. Although
many options have been proposed in the scientific litera-
ture, three appear to be the most popular ones and have,
thus, been implemented. Specficially, these options are:

– Cosine decay: In this case, the learning rate is a
scaled one fourth of a cosine period, namely when
the argument of the cosine ranges in [0,π/2). In this
case the formula for the learing rate is:

µ[k] �
= α0 cos

�
πk

2β0

�
, 0 ≤ k ≤ β0 − 1 (25)

– Inverse linear decay: This option provides a smooth
decay rate, especially during the later iterations. It
is an easily understood learning rate decay and can
be implemented easily in software without calls to
libraries. The formula for the learning rate is:

µ[k] �
= α0(1 + β0k), 0 ≤ k ≤ 9/β0 (26)

– Exponential decay: Finally, the exponential decay
has a steep descent rate during all iterations and also
leaves the less room for iterations for the same value
of β0. In this case the learning rate drops as follows:

µ[k] �
= α0e

−β0k, 0 ≤ k ≤ 5/β0 (27)

• The number of epochs, namely how many times can the
training vectors be used in total.

• The training dataset, including the training, testing, and
validation sets.

• The tensor initalization scheme. Tensors can be initialized
with either random or zero values.

• The termination criterion. Common options include:
– T1: The Frobenius norm of the difference of two

successive tensors drops below a given threshold ρF
as follows:

���T [k+1] − T [k]
���
F

≤ ρF (28)

– T2: The sum of the Euclidean norms of the local
gradient vectors drop below a given threshold ρE as
follows:

�∇xq�2 + �∇yq�2 + �∇wq�2 ≤ ρE (29)

V. RESULTS

As a concrete example, the adaptive training methohologies
of section IV are applied to the non-linear system with memory
of equation (30).

s[n] = g[n]g[n− 1] +
1

2
g[n− 2] + η[n] (30)

Observe that s[n] can be written as the sum of a strictly
non-linear system with memory with a purely linear system
also with memory. Finally, η[n] is a discrete zero mean AWGN
process with controlled variance σ2

η , which in turn controls the
SNR. The true spectrum of s[n] is:

S
�
ejω

�
= e−jωG

�
ejω

�
�G

�
ejω

�
+

1

2
e−j2ωG

�
ejω

�
(31)

The system (30) was driven with a long sequence of 2048
PAM symbols, where each such symbol can take one of four
values {±1,±3}. Note that the indexing of the input vectors
refer to training iterations, while the indexing of system input
g[k] refers to system time. In our experiments both time scales
are equal.

x[k] �
=

�
g[k]
1

�
y[k] �

=

�
g[k − 1]

1

�
w[k] �

=

�
g[k − 2]

1

�
(32)

A total of 256 training pairs have been selected at random
and have been partitioned to the following disjoint categories:

• Training set: It consists of 64 training pairs and it is used
to perform the actual tensor coefficient corrections.

• Testing set: It is made up of 64 training pairs and its
role is to evaluate the mean square error (MSE) of the
model at the end of each epoch. During the testing phase
the model coefficients are not updated. The MSE J for
a model with memory length Q and parameters {ϑj} is:

J({ϑj}) �
=

1

P

P�

k=1

�
d̃[k]− s̃[k]

�2

(33)

In equation (33) d̃[k] and s̃[k] stand for the expected
system output and the actual system response respectively
given that its input during the past Q steps was the very
same sequence of vectors as denoted in equation and that
the system parameters were {ϑj}.

d̃[k]
�
= d[k]|v[k] . . . v[k −Q+ 1]

s̃[k]
�
= s[k]|v[k] . . . v[k −Q+ 1]; {ϑj} (34)

Moreover, P is the total available points in the training
or in the validation sets and the index j ranges over the
samples of the training or the validation sets.

• Validation set: It comprises the other half of the total
dataset. Once each model has been trained, the validation
set is used only once in order to compute the MSE of each
model.

In total nine training algorithms were used for the model (7)
using SNR values from 2dB to 20dB with an increment of 2dB.
Each of the three algorithms were coupled with three instances
of the learning rate decay. Specifically, these instances were:
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Fig. 1. Mean square error for validation phase vs SNR (dB).

• Cosine decay with α0 = 0.01 and β0 = 65.
• Inverse linear decay with α = 0.01 and β0 = 9/64.
• Exponential decay with α = 0.1 and β0 = 5/64.
In figure 1 the validation MSE is shown for each of the

nine combinations. It can be inferred that the batch LMS with
the cosine decay has clearly the lowest one, followed closely
by the sign LMS with cosine decay and the batch LMS with
inverse linear decay. This can be attributed to the way both
variants handle the approximation of the stochastic expected
value of the error between the desired and the actual system
response. The effect of SNR is also visible, as lower SNR
values create a very strong trend for MSE values to increase.

In figure 2 is depicted the total number of epochs required
for each combination. An epoch is defined as the number of
iterations necessary to drive the model with every training pair,
thus an epoch is a batch of iterations. Notice that batch LMS
does not update model coefficients in every iteration as the
other two schemes do. However, since the window length is
small compared to the total number of training pairs, even
this fractional update suffices to give batch LMS a very good
performance in terms of epochs as well. In any case, sign LMS
is the clear winner concerning the number of epochs, since
two of its combinations consistently need the lowest number
of epochs. Once again the effect of SNR can be seen, since the
higher the SNR the less epochs are necessary for the training
process to converge.

Figure 3 shows the Frobenius norm of the difference be-
tween two consecutive tensors. This figure has been generated
using only the cosine decay rate for each of the three schemes
and for the best and the worst SNR conditions. The number
of epochs for each combination is repeated for clarity in table
II. Notice that, since differences are shown, the epoch index
starts from two and not from one.

Along a similar line of reasoning, in figure 4 is shown the
sum of the Euclidean norms of the three local gradient vectors
for the same combinations used in the previous figure. The
same observations as with the previous figure can be made,
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verifying that convergence has been achieved.

VI. CONCLUSIONS AND FUTURE WORK

This conference paper presented a model for certain non-
linear sytems based on a third order tensor as well as an adap-
tive LMS-based training process for computing the coefficients
of this model. Moreover, two variants of the training process,
one based on sign LMS and one on batch LMS are also
proposed. A total of nine combinations of training processes,
three algorithms with three learning rate formulas, have been
used to approximate a given non-linear system. Experiments
indicate that the batch LMS with a window of length five
and the sign LMS when combined with cosine decay yield
the lowest and the second lowest mean square error during
validation, even for relatively low SNR.

Both the LMS-based method and its two variants are based
on an I/O description of the system under study. This implies
that a large number of training pair patterns need to be
provided to them, leading to a downtime which may not be



TABLE II
NUMBER OF EPOCHS FOR EACH COMBINATION (COSINE DECAY RATE).

Combination LMS (SNR:2dB) LMS (SNR:20dB) Sign (SNR:2dB) Sign (SNR:20dB) Batch (SNR:2dB) Batch (SNR:20dB)
Epochs 21 9 20 6 19 7
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acceptable. However, this can be remedied by using online
training. Moreover, the extension of the proposed model to
longer input vectors so that more interactions can be repre-
sented or even the addition of more dimensions to the model
are points worth investigating.
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