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Abstract—In this paper we present an approach for the recog-
nition of human actions which is based on a deep Convolutional
Neural Network architecture. More specifically, 3D skeletal joint
information is used to create 2D (image) representations. To
compensate for potential viewpoint changes, these images are
pre-processed using geometric transformations. Then, they are
transformed to the spectral domain using well-known transforms.
We focus on actions that are close to activities of daily living
(ADLs), yet we evaluate our approach using a large-scale action
dataset. We cover single-view, cross-view and cross subject cases
and thoroughly discuss experimental results and the potential of
our approach.

Index Terms—Human Activity Recognition, Convolutional
Neural Networks

I. INTRODUCTION

Understanding human activity from video has become one
of the most challenging computer vision related tasks, during
the last few years and a broad field of applications such
as surveillance, assisted living, human-machine interaction,
affective computing, etc. have significantly benefited. Open
challenges include the representation, the analysis and the
recognition of actions. Corresponding tasks are divided into
gesture, action, interaction and group activity recognition
[21]. They are differentiated based on their duration, body
parts involved, number of persons and/or objects interacting.
Gestures are instant, involving at most a couple of body parts,
while actions require a significant amount of time and may
involve more body parts. Interactions are defined between an
individual and an object, or between two individuals. Group
activities are combinations of the above.

Early research efforts were based on the extraction of hand-
crafted features from raw visual data and training of tradi-
tional machine learning models [17]. Their main drawback is
that their performance may significantly drop in large-scale
datasets, while they are not robust to viewpoint changes, a
common situation in real-life applications. These limitations
may be surpassed using deep neural network architectures
and exploitation of complementary modalities such as depth
and skeletal data. With the availability of modern graphics
processing units (GPUs), fast training of deep architectures
[9] has been enabled, allowing their application in real-life

problems. Note that in such approaches a feature extraction
step is obsolete; instead features are “learnt” within the net-
work. Moreover, it has been demonstrated that their accuracy
may significantly increase with larger datasets.

Also, due to recent development of low-cost RGB cameras
that also extract depth information, such as the Microsoft
Kinect1 or the Asus Xtion,2 human motion analysis efforts
have incorporated this extra modality. This, is due to a) the
insensitivity of depth to illumination changes; and b) offering
of an enhanced 3D structural information regarding a scene.
Moreover, the combination of RGB and depth data has allowed
for the extraction and tracking of 3D position of human
joints [19]. Recently, datasets comprised of large numbers of
training video and depth sequences collected by such sensors
have become available [11], [18], allowing for training and
evaluation of deep architectures.

In this work, we present a human action recognition ap-
proach, which is applied on segmented video data. In this
case, each video segment contains only the action to be
recognized. This means that any frame before/after the action,
i.e., which does not depict a part of the action, has been
removed. Note that recent research efforts in this case are
typically based either on deep Convolutional Neural Networks
(CNNs) or on deep Recurrent Neural Networks (RNNs) [21].
We adopt a deep CNN model which is trained on 3D skeletal
data. Therefore, an intermediate representation of skeletal
data sequences is used, capturing both spatial and temporal
information regarding the motion of joints which is reflected
to color and texture properties of the representation. Of course,
a hand-crafted feature extraction step is not necessary.

We build on previous works [13], [14] which propose the
use of visual representations of human actions from skeletal
data, based on well-known 2D image transformations. The
novelty of this work lies in the application of a geometric
transform for augmentation of the available dataset and for
compensation of viewpoint changes. We evaluate the proposed
approach using a challenging large-scale dataset and present

1https://developer.microsoft.com/en-us/windows/kinect
2https://www.asus.com/gr/3D-Sensor/Xtion PRO/



results for single-view, cross-subject and cross-view cases.
The rest of this paper is organized as follows: Section II

presents related research efforts in the field of human action
recognition, that are also based on 3D skeletal motion and
make use of deep learning architectures. Section III presents
the proposed approach for human motion recognition and
the proposed geometric correction step for cross-view motion
recognition. Experimental results are presented and discussed
in Section IV, while conclusions are drawn and plans of future
work are presented in Section V.

II. RELATED WORK

During the last few years, a plethora of human action recog-
nition approaches have been proposed. Herein, we attempt
to present state-of-the-art approaches that similarly to this
work, attempt to solve the problem by proposing some visual
representation of joints when performing actions, which is then
used to train CNNs.

Du et al. [5] proposed a pseudo-colored image representa-
tion. The set of joints was split into five subsets, i.e., arms,
legs, trunk. They corresponded spatial coordinates to color
components, i.e., x, y, z to R, G, B, accordingly. In an effort
to preserve the temporal information, they chronologically
arranged spatial representations. In the work of Wang et
al. [21], a representation called “joint trajectory maps,” is
proposed, so that motion magnitude changes are reflected
to texture changes, by appropriately setting saturation and
brightness values. Moreover, in the work of Hou et al., [6]
a representation called “joint skeleton spectra” is proposed.
Therein, temporal variation of skeletal motion are reflected
to changes of hue values within the representation. Another
representation called “joint distance maps” has been proposed
by Li et al. [10]. They encoded the pair-wise joint distances as
they vary when performing actions, using color components.
Ke et al. [8] extracted translation, rotation and scale invariant
features by subsets of joints, as well as cosine distances and
normalized magnitudes from vector representations generated
from pairwise relative positions between joints, which were
then concatenated to form a 2D image representation.

However, only few research efforts have addressed the
problem of viewpoint invariance. A notable example is the
work of Liu et al. [12], who applied transformations to
skeletal sequences. A joint was represented by its 3D space
coordinates, while time and joint label were also added to
create a 5D representation. Upon projection to a 2D image
using two of the aforementioned dimensions, the remaining
three were used as R, G, B values to form pseudo-colored
images. Our approach has been partially inspired by the one
of Zhang et al. [22], who proposed a view adaptive RNN,
which aimed to transform skeletons of several views to more
consistent viewpoints.

III. METHODOLOGY

A. 3D Skeletal Information

As we have already mentioned in Section I, the proposed
approach is based on 3D skeletal motion information. More
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Figure 1. Extracted human skeleton 3D joints using the Kinect SDK.

specifically, it uses as input 3D trajectories of a set of human
skeletal joints that are automatically extracted from RGB and
depth data. More specifically, human motion during the perfor-
mance of an action is captured using the Microsoft Kinect v2.
The latter is an RGB and depth camera and is accompanied
by a powerful SDK that allows for real-time extraction and
tracking of skeletal joint positions. In other words, x, y and
z coordinates are provided for a set of 25 joints. As it may
be seen in Fig. 1, a human skeleton corresponds to a graph;
nodes correspond to joints (i.e., body parts such as arms,
legs, head etc.), while edges connect joints following the
body structure. “SPINEBASE” is considered as the root of
the graph, thus parent-child relationship among the several
joints is implied. For example, “SPINESHOULDER” is the
parent of “SHOULDERLEFT,” while “SHOULDERLEFT” is
the parent of “ELBOWLEFT” and so on.

B. Signal Images

The first step of the proposed approach consists of the
creation of an image using the 3D skeletal information. At
the following, we will refer to this image as “signal image.”
The motion of each joint coordinate may be considered as an
1D signal, changing over time. Since 25 joints are available,
each having 3 coordinates, from each video sequence 75
such signals are available. Of course, it should be intuitive
that different actions may typically have significantly different
duration. Also, it should be expected that the same action,
when performed by different subjects, may have different
duration. Of course, even instances that correspond to the
same action, when performed by the same subject are expected
to have similar, yet not the exactly the same duration. To
address the aforementioned problem of temporal variability
between actions and between users, interpolation is necessary.
Therefore, by imposing a linear interpolation step, we set
the duration of all action instances to Ta = 159. Upon
concatenation of the 75 interpolated joint coordinate signals,
the size of the resulting signal image is fixed and equal to
159× 75. A signal image is illustrated in Fig. 3.
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Figure 2. A skeleton rotated by angle θ: a) θ = 90◦, b) θ = 45◦, c) θ = 0◦

(raw skeleton), d) θ = −45◦, e) θ = −90◦. For illustrative purposes, depth
information, i.e., z-coordinate has been discarded.

C. Geometric Transformation and Data Augmentation

In this work, our main goals are to assess the effects
of a) data augmentation; and b) viewpoint alignment to the
classification accuracy in a human action recognition task.
To these goals, we opted for rotations of captured skeletons.
We considered a camera setup that is composed of three
cameras. One camera is placed directly at the front of the test
subject, while the other two are placed at its left and right,
respectively. Under the assumption that all cameras are placed
at the same distance to the test subject, i.e., at the perimeter of
an imaginary circle, each camera may be aligned to any other
with a simple rotation transformation. Such a transformation
by an angle θ is described by [20]:

Ry(θ) =

 cosθ 0 sinθ
0 1 0

−sinθ 0 cosθ

 . (1)

Therefore, to align any two given skeletons captured from
different cameras, simultaneously, we may rotate each 3D joint
by an angle θ, about the y-axis, complying to the Cartesian
3D coordinate system used by Kinect v2. Of course, the angle
θ of the rotation, depends on the initial camera position setup
and on which two cameras are used for training and testing.
For example, to align a camera placed at the subject’s left, at
an angle θL and a camera placed at the subject’s right, at an
angle θR, we should apply Ry(θR − θL).

For data augmentation, our goal is to assist training of our
network, by providing rotated instances of samples taken by
a given camera. For viewpoint alignment, we aim to test the
classification accuracy of our approach by providing images
rotated towards different angles. More details regarding the
evaluation protocol we followed are presented in subsection
IV-B. Moreover, in Fig. 2 we illustrate a skeleton which is
rotated by all angles used throughout our experiments.

D. Activity Images

From each signal image we create an “activity” image, by
applying the 2D Discrete Sine Transform (DST), which in our
previous work [16] showed the best performance among four
of the most popular transforms. Note that we preserve only the
magnitude of the transformation, while we discard its phase.
Note that DST is further processed by normalizing using the
orthonorm. Obviously, in all cases the result is a 2D signal
spectrum. In Fig. 3 we illustrate an example signal image and
the corresponding activity image. Moreover, indicative activity
images for a set of 11 classes are depicted in Fig. 4.

(a) (b)

Figure 3. a) A signal image; b) the corresponding activity image. Figure best
viewed in color.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k)

Figure 4. Examples of activity images from 11 classes for the DST transform.
a) eat meal/snack; b) falling; c) handshaking; d) hugging other person; e) make
a phone call/answer phone; f) playing with phone/tablet; g) reading; h) sitting
down; i) standing up; j) typing on a keyboard; k) wear jacket. Figure best
viewed in color.

E. CNN Architecture

The CNN that we use for experiments is trained using the
activity images and its architecture has been proposed and
evaluated in our previous work [16]. It is presented in detail
in Fig. 5. The first convolutional layer filters the 159×75 input
activity image with 32 kernels of size 3× 3. The first pooling
layer uses max-pooling to perform 2× 2 subsampling. Then,
the second convolutional layer filters the resulting 76 × 34
image with 64 kernels of size 3 × 3, followed by a second
pooling layer, which also uses max-pooling to perform 2× 2
sub-sampling. A third convolutional layer filters the resulting
36×15 image with 128 kernels of size 3×3 and a third pooling
layer uses max-pooling to perform 2× 2 sub-sampling. Then,
a flatten layer transforms the output of the last pooling to a
vector, which is then used as input to a dense layer using
dropout. Finally, a second dense layer produces the output of
the network.

Figure 5. The CNN architecture used for classification of the activity images.
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Figure 6. Camera setup of the PKU-MMD dataset. Cameras #1, #2, #3
correspond to L, M , R, respectively.

IV. EXPERIMENTS

A. Data Set

For the experimental evaluation of our approach we used
the PKU-MMD dataset [11]. It is a large-scale benchmark
dataset that focuses on human action understanding. It con-
tains approx. 20K action instances from 51 action categories,
spanning into 5.4M video frames. For the data collection, 66
human subjects have been involved. Moreover, each action
has been recorded by 3 camera views, namely L (left), M
(middle) and R (right). As illustrated in Fig. 6 fixed angles
are used, i.e., −45◦, 0◦ and +45◦. Note, that the height of
all cameras is the same and remains fixed, while the area,
within which users perform actions is pre-determined. The
Microsoft Kinect v2 camera was used for all recordings,
and for each action instance the following where provided:
a) raw RGB video sequences depicting one or more test
subjects performing an action; b) depth sequences, i.e., depth
information of the aforementioned RGB sequences; c) infrared
radiation sequences of the aforementioned sequences; and d)
extracted 3D positions of human skeleton joints.

B. Evaluation Protocol

Our experiments are divided into two phases and each phase
is divided into two parts. To begin with, in Phase 1, we create
activity images simply by transforming the raw signal image
by applying the DST transform. In Phase 2 we include the
extra step of rotation for aligning skeletal information prior to
applying a transform. Note that during Phase 2, due to data
augmentation we use up to 5 times more data for training
and testing. In Phase 2, we also include many different angles
in our training and evaluation process in order to determine
in practice the best rotation angle for maximum accuracy
optimization.

Also, in the first part of each phase our goal has been to
assess whether the proposed approach may be used for ambient
assistive living scenarios and more speci[U+FB01]cally for
the recognition of ADLs. Therefore, we selected 11 out of the
51 classes of PKU-MMD, which we believe are the most close
to ADLs or events in such a scenario. The selected classes are:
eat meal snack, falling, handshaking, hugging other person,
make a phone call, answer phone, playing with phone-tablet,

reading, sitting down, standing up, typing on a keyboard and
wear jacket. In the second part, we performed experiments
with the whole dataset, i.e., with all 51 classes. In both parts,
we worked only based on the skeletal data, discarding RGB,
depth and infrared information.

1) Phase 1: The evaluation protocol we followed, during
Phase 1 of our experiments, is as follows:

i. Experiments per camera position (single-view): in this
case both training and testing sets derived from the same
viewpoint e.g., L used for training and testing purposes.

ii. Cross-view experiments: at least two different camera
viewpoints were used for training and only one view-
point for testing or 2 different viewpoints were used, one
for training and one for testing, e.g., L used for training,
M or R used for testing. The goal of these experiments
was to test the robustness of the proposed approach in
terms of transformation (i.e., a rotation), which could
simulate a real-life case of abrupt viewpoint changes,
typically occurring in assistive living environments.

iii. Cross-subject experiments: subjects were split in training
and testing groups, i.e., each one was a member of
exactly one of these groups. The goal of these ex-
periments was to test the robustness of our approach
into intra-class variations. In real-life situations this is
expected to happen when a system is trained e.g., within
a laboratory environment and is deployed into a real
ambient-assistive living environment.

2) Phase 2: The evaluation protocol of Phase 2 of our
experiments was similar to the one of Phase 1. In this
case, experiments included cross-view and cross-subject cases
and were conducted in 2 parts, i.e., for the aforementioned
handpicked 11 classes and for the whole set of 51 classes.
However, the difference lies in the training and testing sets
used. Based on the camera setting of the PKU-MMD data,
and the coordinate system used by the Microsoft Kinect v2
camera, we opted for signal image rotations as discussed in
subsection III-C. More specifically, we performed rotations
using θ ∈ {±45◦,±90◦}. This means that L signal images
rotated by −45◦ and −90◦, align to M, R, respectively, M
signal images 45◦ and −45◦ align to L, R, respectively, while
R signal images rotated by 45◦, 90◦ align to M, L, respectively.
Obviously, the number of available images is multiplied by 5.

Our goal is to use this augmented data set, so as to
accomplish an increase in performance, when comparing with
Phase 1. In other words, our goal is given a certain camera
viewpoint, to provide more reliable recognition of actions by
training with an augmented data set, which includes all aligned
images resulting from the aforementioned rotations. However,
the following obvious question rises from the aforementioned
statement: What if the given camera setting is unknown, while
we have no knowledge regarding which camera viewpoint(s)
has(have) been used for training and from which viewpoint
originates a given testing sequence? Bearing this question in
mind, our decision was to expand our protocol by applying all
the aforementioned rotations to all the original signal images.
More specifically, our experiments were organized as follows:



Table I
PHASE 1 SINGLE-VIEW RESULTS. L. R, M DENOTE LEFT, RIGHT AND

MIDDLE CAMERA ANGLES, RESPECTIVELY. NUMBERS DENOTE
CLASSIFICATION ACCURACY.

Part L R M
11 0.84 0.87 0.86
51 0.68 0.76 0.72

we used the augmented set of samples deriving from a single
or multiple cameras for training. For testing, we performed
separate experiments using original samples and augmented
ones for the remaining cameras.

C. Results

In Table I we present single-view results from Phase 1.
Moreover, in Tables II and III we present cross-view and
cross-subject results of Phases 1 and 2, respectively. For each
experiment, we calculated the classification accuracy. Note that
each experiment was performed 10 times, and in all Tables we
depict mean accuracy for each.

Regarding Phase 1 results, we may observe that single-view
accuracy achieved is satisfactory in both parts. However, a
significant drop of performance is observed when one view is
used for training and another for testing. Moreover, a smaller
drop of performance is observed when two views are used
for training and the remaining one for testing. Notably, when
L, R are used for training and M for testing, performance is
comparable to the single-view case.

Regarding Phase 2 results, we should emphasize the fol-
lowing: a) in every case, a significant boost of performance is
achieved, compared to Phase 1 results; b) in most cases, best
accuracy is achieved when the testing viewpoint is “aligned”
with the training one, e.g., when L is used for training, while
M+45◦ for testing; c) a significant boost of performance is
also observed in cross-subject case. Therefore, we may argue
that experiments justify our expectations regarding both data
augmentation and viewpoint alignment.

D. Implementation Details

For the implementation of the CNN we have used Python
3.6 and more specifically, the Keras framework [4] running on
top of Tensorflow [1]. All data pre-processing and processing
steps have been implemented in Python 3.6 using NumPy 6
[15], SciPy 7 [7] and OpenCV 3.8 [3].

V. CONCLUSIONS AND FUTURE WORK

In this paper we presented a novel approach which aims to
recognize human actions in video sequences. Our approach
is based on a representation of skeletal 3D motion, using
spectral image transformations, while classification is per-
formed by a CNN. More specifically, the model was trained
on images that resulted upon a) concatenation of raw 1D
signals corresponding to 3D motion of skeletal joints; and
b) application of a transform to the created image. A further
pre-processing, i.e., a geometric rotation was imposed and
significantly improved the accuracy while providing robustness

to our approach. Our approach was evaluated using a state-of-
the-art, challenging human action dataset, and for single-view,
cross-view and cross-subject cases, so as to assess the robust-
ness of our approach. Our experimental results indicate that the
proposed approach may be successfully applied to real-like,
monitoring problems, such as the ones presented in assistive
living environments. We also experimentally verified that the
proposed alignment step leads to an increase of accuracy.
More specifically, we demonstrated a boost of performance
in the cross-view and single-view cases, achieving results
comparable to when the same camera viewpoint is used for
training and testing.

Among our plans for the future are the following: a)
investigation on methods for creating the signal image. To
this goal we could experiment with other types of sensors,
e.g., wearable inertial measurement units etc. b) investigation
on image processing methods both for processing and for
transforming the signal image to the activity image; c) ex-
ploitation of other typically available modalities in the process.
Typical data sets provide raw RGB footage, depth data or even
infrared sequences, which could be used to improve accuracy;
d) investigation of other geometric pre-processing steps, such
as alignment on 3-D planes; e) experimentation with other
deep architectures, such as Long Short-Term Memory (LSTM)
recurrent neural networks. However, we feel that it is equally
important to further evaluate our approach using other large-
scale data sets and also within real-life environments.
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